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ABSTRACT

Breast cancer is one of the leading causes of mortality among women
worldwide. Therefore, detecting breast cancer at an earlier stage helps to
increase the cure rate and reduce mortality. Among the different methods for
detecting and diagnosing breast cancer, mammography is a significant and
popular technique. Manually reviewing mammograms takes time and is
accompanied by human error. Therefore, computer-aided detection/diagnosis

(CAD) systems are proposed to support radiologists in making accurate

diagnosis decisions. In this dissertation, two methods are proposed for breast

cancer detection using mammogram image processing and machine learning:

e The first method proposes a technique for detecting micro-calcifications in
mammography images. In this method, an optimized region-growing (ORG)
technique is presented to detect calcifications in more than one region of the
breast, which cannot be determined by using the standard region-growing
algorithm. Then, the Haralick-based features and support vector machine
(SVM) classifier are used to distinguish between benign and malignant
tissues. The experimental results on the curated breast imaging subset of the
digital database for screening mammography (CBIS-DDSM) dataset obtained
a sensitivity of 98.2%, a specificity of 100%, and an accuracy of 98.82%,
which exceeds the performance of the reference methods.

e The second proposed method addresses two challenges in breast cancer
detection. The first challenge is the existence of pectoral muscles, which are
misidentified and result in a high percentage of false positives. To handle this
challenge, a region-growing method is performed to isolate the pectoral
muscles, then a suspicious region of interest (ROI) is segmented, and after

that, the features are extracted from the segmented ROI. The second challenge



Is the imbalance problem in the dataset. To ease this challenge, the synthetic
minority oversampling technique (SMOTE) is used to obtain a balanced
dataset. A random forest (RF) classifier is finally used to categorize the
segmented regions as benign or malignant. The accuracy, sensitivity, and
specificity of the experimental results on the mammographic image analysis
society (Mini-MIAS) dataset are 97.1%, 95.8%, and 98.4%, respectively.
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Chapter One Introduction

1.1 Introduction

Cancer is a group of disorders in which cells in the body alter and grow
uncontrollably. These cells expand, push out healthy cells, and eventually form a
lump or mass known as a tumor that may be either benign or malignant. Benign
tumors are not cancerous because their cells seem normal, they grow slowly, and
they do not invade neighboring tissues or spread to other regions of the body.
Malignant tumors are cancerous which spread swiftly to other regions of the
body. Most types of cancers that cause a death are breast cancer among women
who have the disease [1]. Although males are equally susceptible to developing
breast cancer, women over the age of 50 have the greatest risk as well as the
highest incidence of the disease. The cause of the disease is unknown, and the
reasons for the rise in incidence are also unknown. Furthermore, there has yet to
be established a means for preventing its occurrence. As a result, lowering breast
cancer mortality requires early identification and treatment. Different screening
approaches and procedures are utilized in clinical settings to obtain

physiological and functional medical images of the human body.

Medical imaging is one of the new medical treatment standards for illnesses
including cancer, trauma, and many others [2]. Recent imaging technologies
concentrate on combining user-friendliness with a high level of precision,
enabling information to be retrieved quickly and accurately while increasing
throughput. These innovative methods are cost-efficient and applicable to a wide
range of therapeutic applications [3]. Digital breast tomosynthesis (DBT)
scanning and mammography have introduced new features that enable new
diagnostic capabilities and clinical applications. The growth of digital imaging
resulted in a new generation of performance and speed, since it provided new
data access and transmission possibilities and generated new amounts of data.
Mammography is the standard method for breast cancer screening. Both

analogue and digital mammography have been shown to lower breast cancer
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mortality [4]. Mass lesions, asymmetries between images of the two breasts, and
architectural deformation are some of the radiologic indicators of breast cancer.
To correctly diagnose breast cancer at the earliest possible stage, all aspects
affecting the collection, display, and interpretation of the mammogram must be
adjusted and maintained throughout time [5]. Mammograms are breast
radiography images that are used to detect early signs of breast cancer. These
radiographic images reduce human error in detection, reduce diagnosis time, and
increase diagnosis accuracy. However, this task could lead to mistakes as it
relies on human vision and radiologists’ experience to make the right decision.
As a result of these limitations, the CAD was developed. Computer science,
pattern recognition, artificial intelligence, and image processing technologies are
all used in CAD [6].

This dissertation provides an overview of the techniques and methods that are
used for breast cancer detection and classification, which may be separated into
five stages: data acquisition, pre-processing, segmentation, feature extraction,

and classification.
1.2 Literature Review

Machine learning (ML) is one of the primary subfields of artificial
intelligence (Al) study that has seen fast development in recent years. There is a
substantial amount of interest being shown in the use of ML in the medical field.
From the very beginning, medical datasets have been analyzed using machine-
learning algorithms that have been conceived and developed from an initial
concept [7]. This section discusses a previous related works with respect to this

dissertation.

C. Varela et al. (2007) proposed a computer-aided detection system for
malignant breast masses in digital mammograms. Through use of the iris filter,
suspicious regions were segmented using an adaptive threshold. Suspect regions

were classified using characteristics derived from the iris filter output as well as
3
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contour-related, texture, gray level, and image morphological features. A
backpropagation neural network classifier was trained to decrease the amount of
false positives. A test set of 66 malignant and 49 normal cases produced
sensitivity of 88% and 94% for lesion-based and case-based evaluation,

respectively, using free-response receiver operating characteristic analysis [8].

Bhagwati and G. R. Sinha (2014) provided a unique technique for
performing mammographic feature analysis through tumor detection in terms of
size and shape. The goal is to find out the abnormality in tumor tissues through
three stages: preprocessing, segmentation, and post-processing. The first stage
remove a noise with preprocessing, then the segmentation is used to detect the
mass, and post processing is utilized to determine the benign and malignant
tissue with the impacted region in the cancerous breast image. In addition, these
processes determine the size of the tumor. This system achieved 96.5% of

sensitivity, 89% of specificity, and 95.6% of accuracy [9].

A. Jaleel et al. (2014) proposed a model for detection of breast masses. The
research describes an effective discrete wavelet transform (DWT) technique and
a modified gray level co-occurrence matrix (GLCM) method for extracting
textural features from segmented mammaography. For classification, each tissue
pattern is classified into benign and malignant masses. Using supervised
classifiers, 148 mammography images from the mini mammographic image
analysis society (Mini-MIAS) database were classified as benign or malignant
masses. The radial basis functions neural network (RBFNN) was employed as
a classifier. The proposed system has an accuracy of 94.6% for cancer detection

from digitized screening mammograms [10].

K. Kashyap et al. (2015) proposed a model to enhance, segment, and classify
abnormalities present in the mammogram. This study demonstrates a way for
automatically identifying abnormalities in mammograms. A variety of image
processing techniques were used prior to the discovery of abnormalities. Un-
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sharp masking has been used to improve mammography. Discrete wavelet
transform were applied before segmentation to ensure the filtered image
produced an accurate result. Fuzzy-c-means with thresholding were used to
segregate the suspect ROI. Tamura features, shape-based features, and moment
invariants are used to detect abnormalities in mammograms by analyzing the
segmented ROI. The Mini-MIAS dataset has been utilized to test the suggested
methodology. 96.92% accuracy, 97.14% sensitivity and 96.67% specificity has
been achieved using combination of fractal dimension with moments features
[11].

Arden S. et al. (2015) suggested classifying mammogram images using
Law's texture energy measure (LAWS) as a technique for extracting texture
features. Images that are normal, benign and malignant are classified using
artificial neural networks (ANN). The MIAS database is used to train
information for the mammography classification model. The results demonstrate
that LAWS offers more accuracy than other comparable methods like GLCM.
While GLCM only offers 72% of accuracy for normal-abnormal classification
and 53% of accuracy for benign-malignant classification, LAWS offers 93% of
accuracy for normal-abnormal and 83% of accuracy for both benign and

malignant [12].

R. Rouhi et al. (2015) proposed two automated methods for identifying
benign and malignant masses in mammograms. The first proposed method uses
an automatic region growing whose threshold is determined by a trained
artificial neural network. In the second proposed method, a genetic algorithm
(GA) accomplishes segmentation by determining the parameters of a cellular
neural network (CNN). From segmented tumors, intensity, textural, and shape
features are retrieved. GA is used to select appropriate features from a set of
extracted features. ANNs are then utilized to classify the mammograms as

benign or malignant in the following stage. Different classifiers (random forest,
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naive bayes, SVM, and KNN) are utilized to evaluate the performance of the
proposed approaches. The proposed techniques were evaluated using MIAS and
digital database for screening mammography (DDSM) databases. Sensitivity,
specificity, and accuracy rates were calculated to be 96.87%, 95.94%, and
96.47%, respectively [13].

W. Xie et al. (2015) proposed a novel computer-aided diagnosis (CAD)
system based on extreme learning machine (ELM) for the diagnosis of breast
cancer. In the case of a mammographic image, interference is first eliminated
during the preprocessing stages. The preprocessed images are then segmented
using the proposed level set model. After that, a model of multidimensional
feature vectors is created. Because not every feature vector contributes to
performance improvement, feature selection is performed using a combination
of extreme learning machine and support vector machine. An optimal subset of
feature vectors is fed into the classifiers to distinguish between malignant and
benign masses. All of the images utilized in this article are from publically
available digital mammographic image databases; the first is MIAS database,
and the second is DDSM database. The results show that the proposed CAD
system outperforms SVM and support vector machine with particle swarm
optimization in terms of sensitivity, specificity and accuracy. In the end, the

proposed method has an average accuracy of 96.02% [14].

F. Last et al. (2017) proposed a straightforward and efficient approach of
oversampling that was based on k-means clustering and SMOTE oversampling.
The method prevents the formation of noise and successfully resolves
imbalances both across and within classes. The suggested strategy improved
classification outcomes when applied to training data that has been oversampled
using the empirical findings of extensive tests including 71 different datasets. In

addition, k-means and SMOTE routinely achieves better results than other
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widely used oversampling algorithms. Python, which is a programming

language, has been made available as a possible implementation [15].

S. Punitha et al. (2018) utilized Gaussian filtering for pre-processing tumor
images. The initial seed points and thresholds are ideally created utilizing a
swarm optimization method known as dragon fly optimization (DFO) in the
automated detection method for breast masses that is suggested. GLCM and
grey level run length matrix (GLRLM) techniques were used to extract features
from the segmented images. Images are classified into two classes (i.e., benign
and malignant) based on a feed forward neural network (FFNN) classifier.
DDSM dataset for 300 images was used to evaluate the proposed system and the

results achieved a sensitivity of 98.1%, and a specificity of 97.8% [16].

L. Shen et al. (2019) proposed a deep learning algorithm for detecting breast
cancer using an "end-to-end" training technique that makes efficient use of
training datasets with either full clinical annotation or with only the cancer
labeling of the image. This method requires lesion annotations only during the
initial training step, while subsequent phases just require image-level labels. The
best AUC obtained on the DDSM are 0.88. On full-field digital mammography
images from the INbreast, the best AUC was 0.95 [17].

Prabhpreet k. et al. (2019) presented the Mini-MIAS dataset of 322 images
and used k-means based on speed-up robust features (SURF) to extract features.
For classification, the deep neural network and multiclass support vector
machine (MSVM) are utilized with ratio of 70% for training and 30% for
testing. The result showed that the suggested automated deep learning (DL)
technique employing K-mean clustering with MSVM has a higher accuracy rate
than using a decision tree (DT) model. According to experimental findings, the
suggested method's average accuracy rates for the three types of cancer (i.e.,

normal, benign, and malignant) are 95%, 94%, and 98% respectively [18].
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M. Mabrouk et al. (2019) proposed an improved CAD system based on
supervised classification that can be more accurate and faster than standard
examination programs by using image-processing techniques such as
preprocessing, segmentation, feature extraction, and classification stage. This
work is based on the integration of shape, texture, and invariant moment
features. Instead of employing only one type of feature in breast cancer
classification, this integration generated a great result in terms of sensitivity and
specificity. The integration system's accuracy reached 96% in the automated
mode of ANN, with the best accuracy achieved by features based on invariant

moments reaching 97% [19].

V. Viswanath et al. (2019) presented a CAD approach to identify and
classify breast cancer tumors into three categories which are malignant, benign
and normal from medical mammogram images. The authors utilized three
machine learning algorithms for classifying breast tumors which are k-nearest
neighbors (K-NN), random forest (RF), and support vector machine (SVM) with
accuracy above 95%. This work also studied the effect of pre-processing stage
before applying the selected classifiers that enhancing the performance of

training and predicting the different classes [20].

H. Azary and M. Abdoos (2020) utilized the MIAS dataset, which was

downloaded from the website http://peipa.essex.ac.uk/info/mias.html. The

dataset consists of images for breast mammography and labeled images, with the
labeled images used as a reference for evaluation. GLRLM features and static
features were used for feature extraction. The extracted features are mean,
variance, standard deviation, and absolute deviation. Finally, the breast tumor
was segmented using a semi-supervised method. The training was applied based
on two classifiers: SVM and Bayes. The results showed that the proposed
system performed with a higher accuracy of 94.04% compared with supervised
methods of 43.17% and 87.52%, respectively [21].
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M. Kamil and A. Jassam (2020) proposed a feature extraction method for
breast mass detection using mammography images. The Mini-MIAS database
was used, and the features were extracted based on GLCM from the region of
interest. The k-nearest neighbor (KNN) classification method was utilized, the
distance metric was the Euclidean method, and the number of neighbors was
equal to 10. It was shown that the optimal angle for distinguishing between
abnormal and normal tissues is 135°. The best accuracy was observed with a
KNN classifier equal to 86.1%, and the sensitivity was 92% [22].

Ichrak K. et al. (2021) presented a unique method for removing pectoral
muscle (PM) from mammography. This method was built on the concepts of
clustering, region, and edge. The suggested approach was evaluated using the
Mini-MIAS database's digital mammography for implementation, testing, and
verification. The DICE coefficient and the structural similarity measure were
used to determine the quality of segmentation between segmented areas and the
ground truth. When compared to other current strategies in the same context, the
proposed strategy has proven to be more successful and superior with accuracy
reached to 92.47% [23].

M. Elsadig et al. (2021) proposed a framework for early detection of breast
cancer. The study utilized the Wisconsin breast cancer datasets, which contain
30 features with 699 numerical instances. The dataset has been improved by
selecting the most relevant features and removing the redundant ones. The result
features represent the input for seven classifiers: random forest, logistic
regression, NB, ANN, SVM, KNN, and DT. The finding showed very high
performance for the SVM classifier, which outperformed the others with

accuracy above 97.4%. [24].

Yassir A. et al. (2022) improved the segmentation and classification
processes for breast cancer diagnosis. In addition, the proposed approach
enhanced the quality of the mammogram images and their pectoral muscle.
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Several steps involved for image enhancement: firstly, the mammography
images processed in three levels which are red, green, and blue. The consistency
of the underlying information on morphological operations forms the basis of
the second stage. Thirdly, PCA method was used to reduce the size of the
images. The excision of the pectoral muscle employing a region growth
approach constitutes the fourth phase. The final step involves enhancing the
coherence of the image's different areas with a second order Gaussian Laplacian
and an orientated diffusion filter to produce a substantially enhanced contrast
image. The proposed approach tested using dataset contained 11,194 images and
700 images used to validate the proposed approach. This performance of the
suggested technique showed that it can boost the computerized breast cancer

detection method's diagnostic performance with accuracy reached to 97.9% [25].

Nada F. et al. (2022) proposed this study to enhance breast cancer diagnostic
detection performance using CC and MLO view analysis. Instead of using
single-view, an image processing framework for multi-view screening was
applied to enhance the diagnostic outcomes. The framework presented in this
paper included feature extraction, segmentation, and image enhancement. The
steps of image quality enhancement are crucial because mammographic images'
poor contrast frequently causes overlaps between cancerous and healthy tissue.
The images were segmented using a texture-based method called first-order
local entropy. The results of feature extraction were used to compute the radius
and the area of likely malignancy. The accuracy of breast cancer identification
utilizing CC and MLO images was 88% and 80.5% respectively. The suggested
framework proved beneficial in the diagnosis of breast cancer, with detection

outcomes and characteristics assisting doctors in treatment decisions [26].

L. Singh and A. Alam (2022) proposed a successful hybrid technique for
locating and detecting troublesome mass regions in digital mammograms. The

suggested hybrid methodology is created by combining a faster region-based
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convolution neural network (Faster R-CNN) with an efficient pixel-based low
level pre-processing technology. The R-CNN model has been showed as a
powerful resource for health image analysis because of its speed. Faster R-CNN,
on the other hand, has substantial difficulties when it comes to identifying breast
cancers since the mass regions are partially masked by normal breast cells and
pectoral muscles as well as noise. An effective mass identification strategy
based on low-level preprocessing and a Faster R-CNN approach is proposed to
handle the aforementioned challenge. Multiple performance metrics, including
as sensitivities, precision, specificity, and area under the curve (AUC), are used
to evaluate the proposed technique. Overall, the result had 95.2% sensitivity,
94.2% accuracy, 93.5% specificity, and a high 0.983 AUC [27].

S. Sakib et al. (2022) proposed an automated disease detection system that
uses machine learning and deep learning techniques to assist medical
professionals in diagnosing a disease, provide an efficient, reliable, and faster
response in order to reducing the risk of death. The purpose of the study was to
compare machine learning and deep learning approaches for breast cancer
detection and diagnosis. For classification, 10-fold cross-validation was
employed with, decision tree, random forest, k-nearest neighbor, support vector
machine, logistic regression and deep learning technique. As a training dataset,
the breast cancer wisconsin (diagnostic) dataset was used to assess and compare
the effectiveness and efficiency of each algorithm in classification performance.
According to the experimental results, random forest outperformed all other
models with accuracy and F1-scores of 96.66 % and 0.963, respectively [28].

D. Rose et al. (2022) proposed a novel CAD for breast cancer identification
and classification using optimal region growing segmentation with a MobileNet
(CAD-ORGSMN) model. Pre-processing, segmentation, feature extraction, and
classification are all steps of operations in the proposed CAD-ORGSMN model.

To eliminate noise from mammography images, the suggested model employs a
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wiener filtering based pre-processing technique. The CAD-ORGSMN model
employs a glowworm swarm optimization (GSO) based region growing
technique for image segmentation, with the glowworm swarm optimization
algorithm creating the initial seed points and threshold values optimally.
Furthermore, a MobileNet-based feature extractor is used, in which the
MobileNet model's hyper parameters are optimally determined using a swallow
swarm optimization (SSO) approach. Finally, a variation auto encoder is used as
a classifier to assign class labels to the input mammography images. The Mini-
MIAS dataset is used to assess the results. The proposed CAD-ORGSMN model
produced results with an accuracy of 86.26% [29].

Z. Sarvestani et al. (2022) proposed two methods for image enhancement
and highlighting of breast tissue micro-calcifications for the desired locations by
regional ROI based on fuzzy system and Gabor filtering method to study the
effectiveness and accuracy of automatic separation of images of breast tissue
micro calcifications. The decision tree classification algorithm is used to classify
the clusters of breast tissue micro calcifications. Then, for segmentation,
samples suspected of micro-calcification are highlighted and masked, and tissue
characteristics are extracted in the final stage. Following that, the benign and
malignant types of segmented ROI clusters were determined using an artificial
neural network. The suggested system is trained using DDSM database, and
simulations are performed using the MATLAB software. The results of this
training reveal an accuracy of 93% and sensitivity of more than 95% [30].

Y. Almalki et al. (2022) proposed three steps method, the database
classification was the first step, while the second eliminated the pectoral muscle
from the mammography image. To diagnose breast cancer, to find abnormal
regions in a well-enhanced image, the third step used new image enhancing
methods and a new segmentation module. The data contained 2892 images. In

addition, the proposed approach is evaluated on 322 images from
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MIAS database. For the Qassim health cluster dataset, the proposed method
achieves an accuracy of 92%. The proposed method gives accuracy

approximately 97% on the mammaographic image analysis society database [31].
1.3 Problem Statement

Breast cancer is the most frequent type of cancer in women and the main
cause of mortality among non-preventable cancers. Digital mammography is a
common screening modality for breast cancer and is an effective method of
detecting breast cancer even at an early stage [32]. Due to the morphological
characteristics and ambiguity of the boundaries of the masses, it is a difficult
task to recognize the normal or suspicious areas. Analyzing mammography
during the diagnosis of a breast tumor has become a difficult process due to
complexities such as low contrast, and the varied types of abnormalities could
prevent radiologists from taking the right decisions [33]. Therefore, computer-
aided detection/diagnosis (CAD) systems are proposed to help radiologists make
accurate diagnoses. These systems commonly use digital image processing and
machine learning techniques to reach this goal. In this dissertation, we have used
these techniques for automatic breast cancer detection. Although several
techniques are proposed for this aim up to now, still various challenges and

limitations exist. This dissertation addresses some of them.

e Breast calcifications are calcium deposits within the breast tissue. They
appear bright with hazy edges, varied forms and distributions, and low
contrast on mammography screening. Because of their small size and random
scattering, they are difficult to detect. Furthermore, their closeness to the
surrounding dense tissues adds to the difficulty of identification due to the
significant overlapping between normal and suspect tissues. The accurate
identification of micro-calcifications is critical for the early detection of most
breast cancer cases since their presence is significantly connected with breast

cancer, especially when they arise in clusters. Therefore, the first problem that
13
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this dissertation focuses on is detecting micro-calcifications in mammography
images, especially in more than one region of the breast.

e The pectoral muscle is a high-density area seen on mammograms in the
mediolateral obliqgue (MLO) views. However, its existence has an impact on
the segmentation, feature extraction, and classification procedures that result
in a high percentage of false positives. Due to the variations in size, shape,
intensity, and contrast of pectoral muscles, it is difficult to correctly eliminate
muscle areas from mammograms. Therefore, the second problem of this work
IS to isolate the pectoral muscles to reduce false positives.

e The third problem that this dissertation seeks to solve is the imbalance
problem in the data sample, which is a common problem in medical machine
learning. This is also a challenge in breast cancer detection because the
datasets are mostly benign cases with a few malignant cases that should be
carefully handled since class imbalance has a negative influence on

classification accuracy.
1.4 Objective of the Study

Developing an efficient approach that helps in early detection is an important
issue, and achieving this goal is based on using advanced computing techniques
to improve diagnostics for breast cancer. Therefore, this dissertation aims to
create an automated system that can classify digital mammogram images into

benign and malignant. The objectives are ordered as follows:

e The dissertation presents a new detection technique for micro-calcifications in
mammogram images. This work utilizes mammography for automated
segmentation and classification processes to produce two types of classes,
which are benign and malignant. Machine learning algorithms have been used
in various medical fields; breast cancer detection is one of these fields. K-
means is used for the segmentation process while SVM is used for

classification.
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e The work presents a diagnosis method to detect an abnormality in
mammograms automatically, and then image-processing techniques are used
to correctly segment the suspicious ROI with the removal of pectoral muscles
(PMs) in order to improve the segmentation process and diagnostic accuracy.
Thus, successful removal of PMs is vital to avoid false detection.

e To enhance the classification result, a random forest (RF) is applied and the
SMOTE algorithm is used to accomplish better classifier efficiency, which
presents new samples from the minority classes to get a balanced dataset. The
Mini-MIAS dataset is used to evaluate the proposed method and is
predominately composed of benign samples, with only a tiny percent of

malignant samples.

Thus, the aim of this dissertation is to build an automatic system that is able to
diagnose breast cancer with high accuracy and that assists the radiologists in
making the right decision, which leads to saving the patient’s life and reducing

the mortality rate.
1.5 Contributions

The following are the main contributions of this dissertation, which are the
proposed methods for dealing with the issues mentioned in the problem

definition section:

1. An optimized region growing (ORG) method is proposed for identifying
breast micro-calcifications (MCs) by utilizing two-level segmentation
processes. To this end, the breast area from the image is isolated using k-
means clustering, and then, multi-points (seeds) and thresholds are generated
optimally depending on the color values of the image pixels. The first method
is implemented, in which Haralick texture features and SVM classifier are
utilized to identify benign and malignant tissues.

2. A segmentation process is proposed based on performing different operations

to solve the pectoral muscle problem. To increase efficiency in feature
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extraction and classification, a region-growing method is performed to isolate
the pectoral muscles. After that, a suspicious ROI is segmented, and then the
features are extracted from the segmented ROI. As another contribution to the
second proposed method, the method also found a solution to the imbalance
problem in the Mini-MIAS dataset by using the SMOTE technique to provide
new samples from the minority classes to obtain a balanced dataset and

achieve better classification efficiency using a RF classifier.
1.6 Dissertation Structure
This dissertation is structured as follows:

e Chapter One: reviewed the latest studies that have been published by the
authors in the field of detecting and classifying breast cancer types. Based on
these studies, this dissertation specifies the main problems that are facing the
research community and radiologists. Therefore, the dissertation proposes a
framework which is explained in the objective section and presents its
contributions.

e Chapter Two: introduces machine learning techniques and tools that are
required for better breast cancer diagnosis. Furthermore, this chapter presents
the main components of digital image processing. Also, the chapter gives a
background about the breast cancer, its types and its symptoms. Finally, the
chapter presents a review regarding accuracy, confusion matrix, specificity,
and sensitivity.

e Chapter Three: presents the proposed methodology for this dissertation
which contains various steps to implement breast detection and diagnosis.
These steps include image acquisition, pre-processing to remove unrelated
noise, segmenting and clustering the tumor regions, and finally applying

machine learning algorithms to train and testing models.
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e Chapter Four: shows the results that are obtained by carrying out this work
using the evaluation metrics such as accuracy, sensitivity, specificity, and the
confusion matrix.

e Chapter Five: this chapter emphasizes the main conclusions of the research,
highlighting the key achievements and limitations. In addition, the chapter

discusses future development and research.

17



Chapter Two

Theoretical Background



Chapter Two Theoretical Background

2.1 Introduction

Cancer occurs when cells start growing in an improper manner; this may lead
to breast cancer. Cells that have this disease often form a tumour, which may
frequently be seen on an x-ray or mammography modalities. Breast cancer
represents one of the foremost factors behind the death of women worldwide.
Although it is more common in women, males may still have the disease. Hence,
early diagnosis and detection increase the probability of recovery and reduce the
mortality rate [34]. Currently, different modalities have been used for screening,
detection, and diagnosis of breast cancer such as ultrasound, digital breast
tomosynthesis (DBT), contrast enhanced mammography (CEM) magnetic
resonance imaging (MRI), and mammography. Mammography is considered to
be one of the most effective and important methods for early breast cancer
detection. It has been verified as a reliable and essential screening technique by
obtaining visual images of the internal structure of breasts using a low-energy
procedure. However, examining large numbers of mammographic images
manually takes time and there is an error rate of between 10% and 30% due to
human factors [35]. In view of this, computer-aided detection and diagnosis
(CAD) systems have been developed to aid radiologists in detecting
mammographic lesions that may indicate the presence of breast cancer. These
systems act only as a second reader, and the final decision is made by the
radiologist. The CAD system based on image processing has become an
essential technique for the early diagnosis of breast cancer. Images obtained
during mammaography always include both the breast and the non-breast regions
of the body. As a consequence of this, there are usually aspects in the
background, particularly those related to the area of the pectoral muscles, noises,
and artifacts that can influence the performance of a CAD system. Therefore,
different preprocessing approaches have been suggested to enhance the quality

of mammograms, allowing for them to be analyzed with a higher degree of
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precision. Image processing requires consequent steps to accurate detection of
breast cancer. These steps are as follows: image pre-processing to remove any
noise, marker, background, and breast segmentation. The next step is
determining the region of interest of the infected area based on some algorithms,
and afterwards, the most distinct features are extracted from the target image.
Finally, these images are classified according to various machine learning
methods into different classes [36]. Machine learning algorithms such as SVM

and RF are used to classify medical images into malignant and benign.

This chapter provides an introduction to the various machine learning
strategies and technologies that are necessary for improved breast cancer
detection. In addition, the chapter shows the background information on breast
cancer, including its forms as well as its symptoms. Moreover, the primary
aspects of digital image processing are discussed in detail throughout this
chapter. Afterwards the chapter presents a review regarding accuracy, confusion
matrix, specificity, and sensitivity. In the end, the chapter contained main

datasets that are available publicly on the web.
2.2 Breast Anatomy

The breast is the tissue that lies on top of the chest (pectoral muscles), extends
between the second and sixth ribs [37]. The breast is composed of glandular
tissue, which is responsible for the production of milk, as well as fatty tissue.
Milk is generated in lobules, which are arranged in lobes having 15-20 sections.
Milk then travels via a network of small tubes known as ducts. These tubes
connect to form bigger ducts that finally leave the skin in the nipple, where the
milk is transported through the duct tubes. The darkened region of skin that
surrounds the nipple is referred to as the areola. Additionally, the breast includes
nerves that are responsible for feeling, blood arteries, lymphatic vessels, and
lymph nodes [38]. Cancer can originate from any section of the breast; however,
most breast cancers in females initiate fromthe ducts or lobules and
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subsequently expand to other body parts via blood and lymph channels [39].

Figure 2.1 illustrates the anatomy of a breast.

/ Chest wall
Y

Figure 2. 1 The anatomy of the breast [40]

2.3 Breast Cancer

Cancer starts originating from cells, which are the smallest unit of all tissues
and body organs, including the breasts. It is caused due to cell mutations,
anarchic segmentation, and replication, or aberrant cell alterations. Usually,
when cells undergo aging or destruction, they die and are replaced by new ones.
In certain conditions, when this mechanism goes wrong, the cell develops the
ability to continue dividing without being controlled or ordered, resulting in the
formation of a mass of tissue known as a lump or a tumor [41]. Malignant
tumours and benign tumours are the two categories that fall under the term of
breast cancer. Malignant tumours are the most harmful kind of tumours since
they include cancer cells that have the ability to infect the tissues that are located
nearby. On the other hand, benign tumours develop regionally, they are larger
than malignant ones, and they do not infiltrate the tissues of surrounding organs.
Breast cancer is a kind of cancerous tumour that develops from cells that are
found in the breast [42]. Cells that are not malignant are referred to as normal
cells or benign cells. The malignant tumour is made up of cancerous cells, and

this kind of cancer is referred to as in situ cancer [43]. Glandular tissue, which is
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more prominent in the upper outer quadrant of the breast, is often where breast
cancer first begins to form in a patient. Once it has spread into the tissue, a
tumour might be classified as malignant. The site of the first proliferation of
cancer cells is what establishes the subtype of breast cancer, which may be
ductal or lobular [44].

2.3.1 Breast Cancer Signs and Symptoms

Symptoms lead doctors to diagnose breast cancer when screening tests show
negative. Breast cancer presents signs and symptoms on the human body, which
enables it to be identified at an early stage [42]. Most cases of breast cancer are
identified by females in the form of a lump in the breast, which is generally
painless. Breast pain has been recorded as the initial symptom only in a small
percentage of individuals. Additional symptoms that occur less often include
thickening, swelling, redness, nipple discharge, skin irritation, and distortion in
shape as shown in Figure 2.2. Because many of these symptoms are also
frequently observed in benign breast diseases, the predictive value of symptoms
for diagnosing breast cancer is limited, and additional diagnostic investigations

are typically required [45].
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Figure 2. 2 Sign and symptoms of breast cancer [46]
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2.3.2 Types of Breast Cancer

Types of breast cancer depend on the part of the breast that is affected and
the kind of cell. Ductal carcinoma in situ (DCIS) and lobular carcinoma in situ
(LCIS) are the most common types. Carcinomas are tumors that start in the

epithelial cells that line organs and tissues all over the body.

1. In situ cancers

— Ductal carcinoma in situ (DCIS) this type of breast cancer begins inside
the milk ducts and it classifies as a non-invasive or pre-invasive breast
cancer.

— Lobular carcinoma in situ (LCIS) is a region of abnormal cell
development in the lobules, which are glands that produce milk and are
located at the end of the breast ducts.

— Invasive (infiltrating) it is a type of cancer that expands into neighboring
breast tissue.

2. Less common types of breast cancer

— Inflammatory breast cancer this type of cancer is categorized as an
aggressive form of breast cancer that grows spreads rapidly.

— Paget disease of the nipple it is a rare form of breast cancer. It starts in
the breast ducts and spreads to the skin of the nipple and then to the areola.

— Phyllodes tumor this type is rarely found that develops in the connective
tissue (stroma) of the breast. They are classified most as benign, except
some types which are malignant (cancer) [41].

It is currently unclear what causes breast cancer, and there is no reliable
strategy to prevent the disease from developing in the first place. Breast cancer
has a high mortality rate and a high incidence rate. The environmental and
genetic factors that contribute to the development of this illness have both been
the focus of research. However, there is inadequate evidence to support the ideas

that connect family history, alcohol, poor eating, genetic mutations, pollution,
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and other factors in its development. Breast cancer is a progressive illness that
develops across the many phases of cellular development; thus, the timing of
breast cancer detection is very important. Cancers are treatable by a variety of
methods including chemotherapy, radiation treatment, and surgery. Every one of
these therapies is determined by the kind of cancer and the area of the body in

which the cancer is located [44]. Figure 2.3 illustrate the types of breast cancer.

Figure 2. 3 Types of breast cancer [47]

2.3.3 Breast Cancer Lesions

There are distinctive lesions that characterize breast cancer that include

calcifications, masses, architectural distortions and bilateral asymmetry.
2.3.3.1 Calcifications

Macro-calcifications and micro-calcifications are two different types of
calcifications, which are calcium deposits in the breast. On a mammography,
macro-calcifications show as large white spots dispersed irregularly across the
breast; they are non-cancerous cells. Micro-calcifications are clusters of calcium
deposits in the breast tissue that appear as a bright white spots of varied sizes

and forms. Typically, micro-calcification is regarded as the main indicator of
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early breast cancer or a marker of pre-cancerous cells already present [48].
Malignant micro-calcifications develop into masses that are angular, irregularly
formed, tiny, grouped, varied in size, and oriented in a branching fashion. As
opposed to malignant instances, benign cases' micro-calcifications are often
larger, more rounded, fewer in number, more evenly distributed, and more

uniform in size and shape [49]. Figure 2.4 shows the calcifications in the breast.

Figure 2. 4 The calcifications in the breast [49]

2.3.3.2 Mass

A mass is a lump that forms in the breast. The majority of the tumours are
non-cancerous (or benign), but a few may be cancerous (or malignant) and pose
a life-threatening risk if left untreated. A breast mass may be detected via breast
self-examination or a standard clinical evaluation. Lumps may or may not be
uncomfortable and may be accompanied by nipple discharge or skin changes
[50]. In general, mass form might be circular, oval, lobular, or irregular, with
confined to speculative edges. Figure 2.5 shows the speculated mass in

mammaogram.
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When a mass is discovered, it may be difficult to determine if it is benign or
malignant; nonetheless, there are distinctions in the characteristics of both
benign and malignant masses regarding their form and texture. The texture of
benign masses is usually smooth and distinct, and their forms are frequently
close to those of spheres. Malignant masses, on the other hand, are
asymmetrical, and the lines delineating their borders are often hazy. A mass with
a regular shape is more likely to be benign, while a mass with an irregular shape

is more likely to be malignant [51].

Figure 2. 5 Speculated mass on mammogram [52]
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2.3.3.3 Architectural Distortions

Architectural distortion is defined as the uneven appearance of breast tissues
in a random manner with no mass discoveries. Architectural distortion can be
benign or malignant, depending on the look and shape of the distortion [53].
Nearly 6% of abnormalities seen on screening mammograms are attributable to
architectural distortion, making it the third most prevalent mammographic
appearance of non-palpable breast cancer after mass and calcification.
Architectural distortion may be subtle and presents in a variety of ways, making
it more difficult to detect than calcification or an obvious lump on
mammography. Architectural distortion may be the initial sign of breast cancer
and is often seen in retrospective analyses of false-negative mammography
results [54].

2.3.3.4 Bilateral Asymmetry

Bilateral asymmetry occurs when the left and right breasts vary in their
external look in the respective mammographic scans. Asymmetry is defined as
the existence of increased breast tissue volume or density without a
distinguishable mass, which might include the presence of more notable ducts in

one breast in comparison to the relative portion of the other breast [42].

Asymmetry in the breast tissue is a finding made in relation to the identical
location on the opposite breast. There is no focal mass, no deformed
architecture, no central density, and no related breast -calcifications.
Asymmetrical breast tissue is seen in around 3% of results of breast screening
mammography. Only a limited number of women having asymmetry in their
breast tissue will be recommended for a biopsy, out of which merely a small

percentage of them will report a diagnosis of breast cancer [55].
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2.3.4 Early Detection of Breast Cancer

The best way to treat breast cancer is via early diagnosis. Breast cancer does
not initially show any signs. As a result, it is advised to use screening techniques
to find breast cancer early. The recognizable physical symptom that may be felt
as the growth of the breast tumour increases is a lump that is not painful. Some
less frequent signs of cancer development include secretion from the nipple and
any changes in the breast's size, shape, or colour. A medical professional should

check the breast for the existence of these alterations [43].

Treatment is more successful if the cancer is detected early and kept confined,
thus, the five-year life expectancy rate reaches 99%. Therefore, early
identification is essential for reducing mortality. Mammograms, clinical breast
examinations, and breast self-exams are early detection tools. Comparative to
imaging, breast examinations are safer and less expensive. A breast self-exam
(BSE) is conducted by the patient, while a clinical breast exam (CBE) is
performed by a medical professional. In less-developed nations where imaging
and CBEs are less accessible, BSEs are often the sole option for early breast
cancer identification. Even in the United States, BSEs are beneficial for women
who are younger than 40 or 50 years of age, the age at which mammography is
suggested (according on the recommendation) and who have a greater risk of
breast cancer death owing to race or family history. However, the current
standards regulating CBEs and BSEs are problematic. The American Cancer
Society does not advise CBEs or BSEs to women exposed to the average risk of
breast cancer anymore since research has not shown obvious advantages in the
circumstances where mammography screening is accessible and awareness is
high. Further, they also advise women to stay aware of their breasts and report

the alterations to their healthcare practitioners [56].

28



Chapter Two Theoretical Background

2.3.5 Breast Cancer Stages

Breast cancers evolve through stages over time. In the localized stage of
breast cancer, a tumour grows inside the breast. Eventually, the cancer cells
move via the lymphatic system to the lymph nodes, and the disease enters its
regional stage. In the distant phase, cancer cells move through the circulation to
distant organs, such as the bones, lungs, brain, and liver. In clinical settings, the
staging technique utilized by clinicians to choose the most suitable therapy is far
more comprehensive. Classical anatomic staging is based on the TNM
classification, where T represents tumour size, N represents lymph node
metastases, and M represents distant metastasis. Each of the three classifiers is
assigned a score, which is then summed to generate a comprehensive breast

cancer stage from 0-1V (including subgroups) (A, B, C) [57].

When the T, N, and M categories are combined, five distinct phases may be
identified. Stage O refers to in situ carcinomas and paget disease, stage | (1A, IB)
Is associated with localized tumours, stages Il (IIA, 1IB), and 111 (1A, 1B,
I11C) are associated with regional metastasis and/or large tumours, and stage 1V
refers to tumours with distant metastasis. Women whose breast cancer has not
spread beyond the breast have a greater chance of surviving the illness. Survival

chances are better for women whose breast cancer has been confined [58].
2.4 Medical Image Modalities

Several imaging modalities, including mammography, ultrasonography,
MRI, DBT, and CEM, may be employed to make medical images. In addition to
examining the anomalies that indicate the presence of breast cancer, these
imaging modalities identify a variety of other breast problems. All methods have
distinct benefits and drawbacks that must be considered by the healthcare

provider when deciding on a course of therapy [59].
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In the following subsections, a review of imaging modalities that are used to

detect breast cancer is presented in more details.
2.4.1 Mammography

Mammography is the most significant technique for diagnosing and
identifying breast cancer. It is an imaging technique for breast evaluation that
provides information about breast shape, anatomy, and diseases. Early
identification of breast cancer is crucial for the successful treatment of this
iliness. This process is identical to conventional X-rays, with the exception that
minimal dosages are employed, resulting in great contrast, resolution, and low
noise. The breast is susceptible to ionizing radiation, hence it is preferable to

utilize the lowest dosage of radiation compatible with high image quality [60].

During an X-ray mammogram, each breast is normally compressed between
two plates while X-ray images are captured in two separate planes. This is done
while the treatment is being performed. In between each set of images, the
patient will be requested to switch positions. Both craniocaudal (CC) and
mediolateral oblique (MLO) views are the usual views that are often taken [48].
When passing through the breast, the X-rays encounter a variety of tissues that
absorb the energy in a unigue manner. The final image will have a different

level of brightness as a direct consequence of this discrepancy [61].

Additionally, the only diagnostic technique that can detect micro-
calcifications and masses which are the most crucial signs of malignant cancer is
mammography. However, there are certain circumstances in which the
radiologists are unsure of whether the abnormality is benign or malignant,
leading to the utilization of a second call-back mammogram or other types of

exams like ultrasound or MRI [48]. Figure 2.6 show the screening mammogram.
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Figure 2. 6 Screening mammogram [62]

2.4.1.1 Mammogram Projections

Mammography is a technique that is well recognized and used by radiologists
for the purpose of detecting and diagnosing breast cancer at an earlier stage [63].
During this examination, a total of four images are acquired. Two of these
images relate to the right breast, while the other two correspond to the left
breast. These images are produced using the projections craniocaudal (CC) and
mediolateral oblique (MLO) views. The combination of CC and MLO images
helps to enhance breast tissue visibility and raises the chance of determining the
presence of non-palpable breast cancer earlier in the diagnostic process. During
the examination, the radiologist will combine the information obtained from
these two views in order to increase the chance of identifying a priori regions

with abnormalities [64].

The CC view is used to examine information from top to bottom, whereas the
MLO view examines data from the side view. The MLO image of the
mammography might be challenging to interpret because to the increased area of
the pectoral muscle mass tissue, its complicated shape, and its structural volume.
On the other hand, the pectoral muscle is an area that is thick and stands out in

mammograms. It does not supply any information that is useful in any way. In
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addition to this, it has an effect on the process of segmentation, feature
extraction, and classification, which ultimately results in a high proportion of

false positives [65].

Pectoral muscles are the triangle-shaped area that resides on one side, either
the left or right upper corner of a mammogram. This part of the image includes
the pixels that are the brightest overall. It seems as if the pectoral muscles have
almost the same density as the dense tissues that are of interest in the image.
Therefore, the identification of the pectoral muscles and their subsequent
removal play a significant role in the elimination of the tumour cells [66]. Figure

2.7 represents the MLO and CC projections.

Figure 2. 7 MLO and CC projections [67]

2.4.2 Other Modalities
2.4.2.1 Digital Breast Tomosynthesis (DBT)

This technique is a subset of mammaography in which the X-ray tube spins at a
restricted angular angle (15-60°) from the compressed breast tissue in order to
obtain 3D breast information. DBT images are created by repeatedly exposing
the breast tissue to light from a variety of directions, and then the resulting data
Is reconstructed into half-millimetre slices. This strategy has been found in a

number of trials to result in an increase in the patient's radiation dosage of 20%.
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However, the cancer detection rate is increased by around 15-30%, and the
recall rate is decreased by approximately 15-20%. The primary benefit of
tomosynthesis is the identification of masses and lesions that may not be
detected in traditional mammography owing to overlap with thick breast tissue.
This is one of the reasons why tomosynthesis is preferred over conventional
mammography. Tomosynthesis has a high sensitivity and a low rate of
producing false-positive detections at the same time. Consequently, the staging
of breast cancer is the most approach. Although DBT is more effective in
detecting non-calcified lesions than conventional mammography, classified
lesions also have outcomes that are comparable to or even better in DBT than in
conventional mammaography. In conclusion, the most significant drawback of
this method is being less sensitivity when it comes to the identification of micro-

calcifications [68].
2.4.2.2 Contrast-Enhanced Mammography (CEM)

This innovative imaging method, also known as contrast-enhanced spectral
mammography (CESM), uses a dual-energy methodology to identify breast
cancer. After the injection of iodine contrast medium, contrast-enhanced spectral
mammography is carried out using high-energy (HE) and low-energy (LE)
acquisitions to acquire the recombined images of bilateral breasts. While the HE
image shows post-contrast improved mammograms by employing the K-edge
effect of iodine to assess tumor neovascularity, the LE image reveals
morphological information comparable to two-dimensional (2D) digital
mammography. These advantages have made CESM an effective alternative
imaging method for the early diagnosis of breast cancer. Previous studies have
demonstrated that the use of CESM, in comparison to conventional 2D
mammography, significantly increased the positive rate, accuracy, and
sensitivity for breast cancer detection [69]. In addition, this technique decreased

the mortality of breast cancer because this recombined image could eliminate
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the fibrous glands of the breasts and overcome the overlapping of normal breast
tissues. For the detection of breast cancer in dense breasts, CESM has been

shown to be more accurate than mammography [70].
2.4.2.3 Breast Ultrasound (BUS)

Ultrasound, commonly known as sonography, is an imaging technique that
transmits and transforms high-frequency sound waves sent through the breast
into images. There is no radiation involved in the image capture process.
Because young women's breasts are often thick, mammograms may not detect
cancer in them. In such situations, ultrasonography may be useful. However,
ultrasonography is often used in conjunction with mammography. If a
mammogram or physical examination reveals an abnormality, ultrasonography
Is the best approach to determine whether the abnormality is solid (such as a
benign fibroadenoma or cancer) or fluid-filled (such as a benign cyst). It is
unable to identify calcifications or determine whether a solid mass is malignant.
A cyst cannot be adequately identified with a physical examination alone.
Ultrasound of the breast may also be used to guide a biopsy needle into some
breast lesions [71]. Ultrasound screening has a limited sensitivity for identifying
impalpable tumours, which is one of its disadvantages. The recorded images
must be tagged by the radiologist according to breast location and orientation.
Any little variation in beam direction may cause a portion of the breast to be
missed or imaged twice, making breast ultrasonography an operator-dependent
technique [72].

2.4.2.4 Magnetic Resonance Imaging (MRI)

MRI is a non-invasive medical technology used for diagnosing and
monitoring the treatment of medical disorders. The MRI technique employs
strong and powerful magnets, radio frequency pulses, and a computer to create
high-quality images of soft tissues and interior body components. The images

generated by the MRI enable clinicians to analyse various bodily components
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and detect the presence or absence of illness in an organ [73]. MRI has been
used to diagnose breast cancer because it is the most sensitive technique for
detecting breast diseases and has excellent soft tissue imaging capabilities. MRI
has also been used to measure the size of the cancer and look for metastasized
tumours in women who have previously been diagnosed with breast cancer.
MRI has been used to precisely identify and quantify tumors that are less than or
equal to 2 cm in size [74]. However, MRI is time-consuming and expensive,
with a cost that is more than 10 times that of mammography. Its limited
resolution restricts its use to micro-calcifications and extremely tiny lesions
[75]. The selection of these techniques is depends on the patient's condition,
stage, age, and breast tissue density. Hybrid imaging approaches seem to be a
viable method for enhancing breast cancer detection. Figure 2.8 illustrates the

breast imaging.

Figure 2. 8 Breast imaging [76]
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2.5 Digital Image Processing

The most popular and practical method of communicating or sharing
information is via images. They display spatial information that enables one to
identify them as objects and convey information about the locations, sizes, and
connections between items. Approximately 70% of the information acquired by
humans is in the form of images [77]. An image refers to a two-dimensional
function, where x and y are spatial coordinates, and the intensity or gray level of
the image defines as an amplitude of ( f) at any pair of coordinates (x, y). The
image is known as digital image when x, y, and the intensity values of ( f) are all
finite, discrete quantities. When the computer processes these types of images,
the field refers to digital image processing. The digital image consists of finite
number of elements called pixels and each one has a value and a location in the

image [78]. There are four types of digital images:

e Binary Images: are the most basic sorts of images that can have two values,
usually black and white, or "0" and "1". Because only one binary digit is
required to accurately represent each pixel in a binary image, this kind of
image is also known as a 1-bit per pixel image. The most common usage for
these kinds of images is in computer vision applications.

e Gray-Scale Images: Images that only include one colour are said to be
monochrome and refers to the grayscale. They simply provide information
about the brightness and do not reveal any details about color. The number of
various brightness levels that may be achieved is directly proportional to the
number of bits that are employed for each individual pixel. The standard
image has 8 bits of data per pixel, which gives us the ability to have 256
distinct degrees of brightness (gray) between 0 and 255.

e Color Images: Color images can be represented as three-band monochrome
visual data, with each band representing a distinct color. The brightness

details of every spectral band are the real information included in data
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obtained from digital images. Typical color images are expressed as RGB
images in red, green, and blue colors. Keeping the 8-bit monochrome format
as a guide, the comparable color image would contain 24-bits per pixel (bpp)
with 8 bits each reserved for all three RGB color bands [79].

e Spectral Imaging: Multiple bands from the electromagnetic spectrum are
used in spectral imaging. While a typical camera only records the visible
spectrum’s red, green, and blue (RGB) wavelength bands, spectral imaging
includes a wide range of methods that go beyond RGB. The infrared
spectrum, visible spectrum, ultraviolet spectrum, Xx-rays, or some
combination of the aforementioned may be used for spectral imaging.

The process of acquiring an image, performing any necessary pre-processing
steps, isolating (segmenting) the particular region and defining characteristics in

a format that is understandable by a computer is referred to as digital image

processing [78].

Applications for digital image processing have grown dramatically in a
variety of sectors, including pattern recognition, biometrics, medical image
processing, etc. Digital image processing includes acquisition, preprocessing,
extracting (segmenting) the individual areas, describing features in a form
suitable for a computer, and recognizing those features. These steps are called
digital image processing. This growth is due to the exponential expansion of
internet usage and the fast progress of digital communication technology. As a
result, methods for digital image processing are made easier in order to provide
information more quickly and accurately. The healthcare sector has been
searching for cutting-edge medical practices and procedures that will integrate
with technology in terms of computing and advancement in hardware resources
since health is so important. Digital image processing methods might aid
radiologists in this effort by assisting them in identifying and detecting illnesses.

Thus, the processing of medical images and the identification of anomalies from
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those images has grown more dependent on digital image processing methods.
Accordingly, image-processing-based CAD systems have emerged as an
intriguing research issue in the field of medical image processing. CAD systems
use computers to assist medical practitioners in making diagnoses from medical

images [80].
2.5.1 Computer-Aided Detection/ Diagnosis (CAD)

CAD systems are used to enhance the image quality, which aids in
appropriately interpreting medical imaging and processing the images to
emphasize the portions that desired. A variety of principles from artificial
intelligence (Al), computer vision, and medical image processing are all
included in the technology known as CAD. Finding abnormalities in the human
body is the primary use of CAD technology. Cancer affecting multiple organs
like breasts, lungs, prostate, and colon, bone metastases, congenital heart defect,
abnormal brain diagnosis, and Alzheimer's disease are all diagnosed with CAD

systems [36].

CAD techniques are classified into two types, namely CADe (computer-aided
detection) and CADx (computer-aided diagnosis). CADe involves the use of
computer analysis to determine whether or not a certain instance has a specific
iliness (the target disease), such as breast cancer. On the other hand, CADx aids
in the evaluation of the detection process. The doctor or other medical
professional manages the patient in both cases and makes the final diagnosis
using techniques of digital image processing [81].

2.5.2 Techniques of Digital Image Processing

Digital image processing has been developed to automate breast cancer
classification into benign and malignant. This system can help doctors find and
discriminate tumors in the tissues. Selecting the appropriate system for breast

cancer diagnosis requires a better understanding of the contents of cancer
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images [82]. The block diagram for the classification process is presented in
Figure 2.9. The figure illustrates the five main processing stages for classifying
breast cancer into benign and malignant. Complete descriptions of these steps

are introduced in detail in the next subsections.
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Figure 2. 9 Block diagram for the classification process [82]
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2.5.2.1 Image Acquisition

It is the fundamental step of digital image processing. Under image
acquisition the image is given in digital format [83]. There are two sources for
breast cancer imaging: The first source is imaging modalities such as
mammography, digital breast tomosynthesis (DBT), contrast- enhanced
mammography (CEM), breast ultrasound (BUS) and magnetic resonance
imaging (MRI) [84]. More details about these types of modalities are described
in a section 2.4. In the contrast, the second type of sources is datasets. There are
various datasets for breast cancer tumours that are available globally, but the
most popular ones are digital database for screening mammography (DDSM)
[85], mammographic image analysis society (MIAS), Wisconsin breast cancer
dataset (WBCD) [86], and Wisconsin diagnostic breast cancer (WDBC). More
details about DDSM and Mini-MIAS datasets are described in a section 2.8.
[87].

2.5.2.2 Pre-processing

It is essential and valuable phase, employed prior to any method of image
processing to achieve the correct and reliable accuracy [88]. In the field of
image processing, a pre-processing step is a procedure that is conducted before
any additional processing. The purpose of this phase is to either enhance an
image features or improve image quality by removing undesired distortions. The
precision of the preprocessing that comes before image processing stages like
segmentation, feature extraction, feature selection, and classification is very
important to the overall outcome of those following steps. Pre-processing is
often required for clinical images due to the presence of undesirable qualities
such as inhomogeneity, poor contrast, and noise that cannot be recognized.
When these difficulties are present in medical images and have an impact on
analysis, pre-processing may assist in suppressing them. In pre-processing, a

wide variety of methods, including human correction and mathematical
40



Chapter Two Theoretical Background

operations, augmentation, and the elimination of noise, are used [89]. Filtering is
a process that must be applied to the image so that the effects of noise, also
known as interference, may be removed. This allows for an improvement in the
image's overall visual quality [90]. One of these filters is Gaussian filtering,
which can be utilized to blur and remove any noise in the images. For one
dimension, the Gaussian function is expressed as follows:

2

1 _x=
G(X) = == € 27 2.1)

Where o is the standard deviation of the distribution [91]. The Gaussian
function's standard deviation has a significant impact on its behaviour. The
values between +/- make up 68% of the total, whereas two standard deviations
from the mean (blue and brown) make up 95%, and three standard deviations
(blue, brown, and green) make up 99.7%. This is critical for creating a Gaussian

kernel with a fixed length as shown in Figure 2.10.
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Figure 2. 10 Distribution of the Gaussian function values [91]

When dealing with images, the two-dimensional Gaussian function is required
[92]. This is a sum of two 1D Gaussian functions (one for each direction) and

may be calculated as follows:

1 x2 +y2
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2.5.2.3 Segmentation

Image segmentation is a critical and difficult image processing technique in
which the inputs are images and the outputs are the properties retrieved from
those images [93]. Image segmentation refers to the process of splitting an
image into comparable structural components, which includes the detection and
partition of target regions. Segmentation is a key function and the first critical
stage in image processing that must be completed effectively before moving on
to other tasks such as feature extraction and classification. Segmentation plays a
significant function in medical imaging because it allows the identification of
anatomical structures and other areas of interest [94]. There are various
techniques that are used to apply for segmentation on the selected image such as

threshold-based, region-based, and edge-based techniques.

e Threshold-based Segmentation

Image thresholding is a straightforward type of image segmentation. It is a
method for converting a grayscale or full-color image to a binary image. It is
useful to be able to distinguish between the image regions that correspond to the
interested objects and the image regions that correspond to the background in
many vision applications. Thresholding is frequently used to accomplish
segmentation based on the varying intensities or colors in the foreground and
background areas of an image. A grayscale image is often used as the input to a
thresholding procedure, and the result is a binary image with only black and
white pixels indicating the segmentation. Normally, black pixels correlate to the
background and white pixels to the foreground, although this can be inverted. A
single variable known as the intensity threshold determines segmentation in
basic applications. This threshold is applied to each pixel in the image. If its
value exceeds the threshold value, the pixel is set to white in the result; if it is

less than or equal to the threshold, the pixel is turned to black in the output [95].
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A number of thresholding techniques have been previously proposed using
global and local techniques. In local thresholding methods, various threshold
values are applicable to distinct parts of the image, whereas, in global
approaches, only a single threshold value applies to the whole image. The value
iIs determined by the location of the pixel to which the thresholding is

performed.

In image segmentation, the threshold method is considered to be one of the

most essential procedures. It is can be expressed as a following formula:

T=T[x,y,p(x,y), f(x,y)] (2.3)

Where T refers to the value that defines the threshold, the x and y are the
coordinates of the location at which the threshold value is determined. The
points of p(x, y) and f(x, y) on the grayscale image are the pixels [96]. Threshold
image g(x, y) is defined as follow:

L iff(xy) > 1

9tay) = {0 if fr,y) < 0 (2.4)

e Region-based Segmentation

Region-based techniques divide neighboring pixels with the same or
comparable properties into separate areas. In contrast to edge-based
segmentation techniques, regions are composed of connected pixels that are
produced depending on preset criteria (such as color, texture, or intensity).
Region growth, region splitting, and region merging procedures are the three
categories into which region-based approaches are divided. Growing regions
require manually chosen seed points. As long as a pixel meets the requirements
for that region class and no boundaries are identified, a region is expanded by
looking at and adding nearby pixels to that region class. Region splitting and
merging of algorithms work in the opposite direction of region growth, which
divides the entire image into regions in the top-down pattern. These isolated
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regions are disconnected at random, but the elements within them are more
homogeneous than the entire image. Regions may be divided into sub-areas,
which can then be combined to build new regions with more appropriate regions
[97].

e Edge Based Segmentation

Edge-based segmentation techniques are a structural method for locating the
edges between diverse areas, with a sudden change in intensity. The edge-based
segmentation approach is effective in images with high contrast and no noise
[98]. Edge detection is the method most often employed in digital image
processing. In image processing, particularly computer vision, edge detection
deals with the localisation of significant gray level tones in the image and the
recognition of the physical and geometrical features of scene objects. It is a key
technique that identifies the contours and borders of an image's objects and
backdrop. Edge detection is used for object detection, which has several
applications including medical image processing and biometrics, among others.
Edge detection is a hot topic in the study because it allows for more
sophisticated image analysis [99]. Edge detection is very beneficial for image
segmentation, reconstruction, and interpretation, tracking, and data extraction
challenges [100].

e Clustering (K- means Clustering)

Clustering techniques attempt to identify similarities within the data and
divide it into a set number of groups or clusters. Clustering is an unsupervised
learning technique in which a clustering algorithm learns from existing data
without being instructed. K-means clustering is the most well recognized
clustering algorithm and is one of the most straightforward and widely used
unsupervised learning methods, particularly in data mining and statistics [97].
As a partitioning method, its objective is to generate groupings of data points

depending on the variable k, which represents the number of clusters. K must be
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specified before execution begins. K-means employs an iterative refinement
technique to generate its final grouping depending on the number of clusters
specified by the user and the data set. Initially, k-means randomly selects k as
the mean values of k clusters, also known as centroids, and finds the closest data
points of the selected centroids to build k clusters. Afterwards, the method
repeatedly recalculates the updated centroids for each cluster until it converges
on a single optimal value. K-means clustering would be appropriate for low-
dimensionality numerical data since numerical data is utilized to calculate the
mean value [101]. The K-means clustering technique is a prominent algorithm
that operates on a variety of data kinds, including medical images, text, etc.
[102].

e Morphological Operation

Morphological image processing (or morphology) refers to a class of image
processing algorithms that focus onthe geometry of image characteristics.
Typically, morphological treatments are used to eliminate flaws produced during
segmentation [103]. During this stage, regions, and neighborhoods are
compared, while each region is indexed with a binary image. To analyze a tiny
form or template, a morphological approach known as structural pixels or
structuring elements is applied. The structuring pixels are placed in various spots
in the image and then matched with the pixels in a surrounding area. The
procedure then begins by inspecting the pixel to determine if it "fits" within the

neighborhood or whether it "hits" or overlaps the neighbourhood [104].

The two principal morphological operations are dilation and erosion. Dilation
causes things to grow, potentially filling minor gaps and linking disparate items.
Erosion reduces the size of items by eroding their boundaries. These operations
may be tailored to a specific application by selecting the integral component (a
rectangular array of pixels with the values 1 or 0), which controls the pattern of

dilation or erosion in the objects. The erosion of A by B is defined as:
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AOB = {a € Ala+ b € A b € B} (2.5)

Where A is the image with pixels a, and B is the structuring element with

elements b. And the dilation of A by B is defined as follows:
A®B=1{e€Ac=a+bae€Ab € B} (2.6)

Where A is the image with pixels a, B is the structuring element with elements

b, and c represents the new pixels in A after dilation [105].
2.5.2.4 Features Extraction

Feature extraction refers to a technique that minimizes in number of features
through generating new set of attributes with the same information of the old
ones. Working with a huge dataset with hundreds or thousands of features
without extracting the most ones that represent the actual observations about
given variables could lead to overfitting in a model of machine learning (ML).
Therefore, applying this technique reduces the risk of overfitting and increases
the performance of the ML model. In other words, the purpose of features
extraction is to discard the original features by proposing new ones that
summarize most of the information of the old characteristics in the dataset. In
addition, this technique increases the speed of training, accuracy, and enables
visualization [106]. Examples of feature extraction technique are textural
features. Texture is an important feature that can be utilized to identify objects
or regions of interest in an image. The most common texture descriptors in
image analysis are haralick texture features. Haralick's textural features are
based on gray-level co-occurrence matrices (GLCM) [107]. The texture of an
image can be measured using the co-occurrence matrix, which can take into
account the image's intensity, grayscale values, or various color dimensions.
Because co-occurrence matrices are often large and sparse, multiple matrix

metrics are often used to obtain a more useful set of features [108].
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Cross correlation coefficient: It is a method for objectively comparing two
time series and determining where the best match occurs. It may also identify
any repeated patterns in the data. A correlation coefficient is calculated to
determine how well the values of one series predict the values of another. The
sequences are then exchanged and the procedure is repeated. The range for the
correlation coefficient of the time series value is from -1.0 to +1.0 [109]. The

formula can be illustrated down as follows:

N i B (vie 7
Cross Correlation Coefficient = 2i=2i= D Wi 7) (2.7)

Pearson correlation coefficient: It is usually referred to as the pearson
coefficient. For the purpose of analysing the correlation, the two variables,
which are denoted by the labels x and y, are laid out on a scatter plot. The
Pearson coefficient may be stated numerically in the same way as a linear
regression correlation coefficient, with values ranging from (-1 to 1). The result
of a full positive association between two or more variables is a value of +1.
This may occur in a number of different ways. If there is a positive correlation
between two variables, it is likely that those variables will continue to move in
the same direction. A value of -1, on the other hand, denotes the existence of the
perfect negative link. If one variable increases, then the other variable should
decrease as a result of the variables being negatively related, as shown by
negative correlations. A score of O indicates that there is no relationship [110].

The following is the formula for calculating the Pearson correlation coefficient:

Z?:l(xi_ f)(yl_ 37) (2 8)

Pearson Correlation Coefficient =
\/2?=1<xi— %)? Jzz;l(y— 7)?
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2.5.2.5 Feature Selection

Feature selection is one of the methods for dimensionality reduction. Real-
world datasets include a dense of information. They often have high-
dimensional characteristics. However, not all characteristics are helpful for
clustering methods. In addition high-dimensional features not only lengthen the
computing time for machine learning, but also raise the chance of overfitting.
Dimensionality reduction seeks to minimize the dimensions of data by collecting
a collection of primary data or deleting duplicate and dependent characteristics.
It converts the characteristics of a high-dimensional space to a low-dimensional
space. It might be used to minimize complexity, prevent overfitting, and lessen
the impact of outliers. Selecting valuable features from the original features or
removing unnecessary or superfluous characteristics from the original dataset is
the purpose of feature selection. In the categorization of medical images,
reducing the number of characteristics decreases diagnostic costs and time
[111]. There are several methods that can be utilized to apply feature selection
(i.e., filter method, wrapper method, and embedded method). The filter method
includes selecting a subset from the dataset that contains only relevant features
by using filtering methods such as Pearson correlation. The wrapper method is
more accurate than the previous one as it uses machine learning algorithms for
evaluating features, but it needs more processing time. The embedded technique
involves adding and removing features based on the performance of the model
[106].

2.5.2.6 Classification

The critical step in the processing of images is classification. It is the last step
of an image's feature detection process [112]. It is used to categorize features
into many classes according to various properties and is crucial for medical
imaging, particularly for the detection and identification of tumours, as well as

for many other applications including robotics and voice recognition [113].
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Machine learning algorithms can be classified mainly into three types,
supervised learning (SL), unsupervised learning (USL), and semi supervised
learning (SSL). The first type requires training through a labelled dataset that
contains inputs and output as a target. In this type, there are three phases, the
training phase, validation phase and the testing phase. In the training phase, the
model in SL is first built through data that are labelled manually by human
intervention, in the validation phase, the trained model is examined to determine
the best model parameters, and then testing phase, new data that are not seen by
the model will be used to test it [114]. Cross-validation is often used as part of
the process of assessing different machine learning methods. It is an assessment
of how well the model will be able to forecast data that will occur in the future.
The procedure known as cross-validation begins by separating a dataset into two
distinct groups. The first portion is used for the purpose of instructing an
algorithm, and the second portion is utilized for assessing the efficiency of the
method. One of a typical technique for cross validation is k-fold, where data is
randomly divided into k folds (usually k is 10). Nine parts of k are used to train
a model while one part is utilized for evaluating the model. The second type of
machine learning algorithm, which is USL, there is no need to train a model.
The data samples are classified based on common features of these samples; this
type is suitable when there is no labelled data. There is another type of machine
learning that is placed between the two aforementioned types, this type called
Semi-Supervised Learning (SSL) that needs a few samples of labelled data that
are used to label unlabelled samples. The SL algorithms can be used to solve
problems of classification and regression. Classification is a learning process
that deals with discrete data and classifies them into classes [115]. In the USL,
clustering is used to solve the problem of identification of samples based on
common characteristics. There are many algorithms that are utilized by
researchers or developers to solve problems of classification and identification

of samples automatically and rapidly. Support vector machine (SVM), K-
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nearest neighbour (K-NN), naive bayes (NB), random forest (RF) are the most
famous algorithms that are used to identify breast cancer tumors [116]. Figure
2.11 shows the main types of machine learning approaches. In the below, we

will briefly explain random forest and support vector machine.

‘f Types of Learning "
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Figure 2. 11 Machine learning approaches

e Support Vector Machine (SVM)

Support vector machine is a supervised machine learning approach used for
data categorization. SVM is based on the concept of a hyperplane that separates
a dataset into two groups in the best way possible. SVM has been used to solve a
variety of issues, including pattern identification in bioinformatics and cancer
detection. The separating hyperplane can be linear or non-linear. In the case of a
linear function, SVM calculates the linear decision function in the gap that lies
in the center of the two classes by categorizing all of the training data points and
positioning the decision function as far as possible from the provided data
points. In addition, SVM employs a non-linear mapping approach to translate
the original training data into a higher dimensional form. To reduce
classification mistakes, the classification must be done separately for each class
[117].

SVM works by projecting data points from a given two-class training set onto

a higher-dimensional space and finding the best hyperplane. The one that
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isolates the data with the greatest margin is the ideal one. Support vectors are
data points identified by SVM that are close to the ideal separation hyperplane.
The margin of the SVM classifier is defined as the separation between the
closest positive and negative data points and the separating hyperplane [118].

SVM schemes are shown in Figure 2.12:

I ., Maximum I 4

Class 1(: ' margin o g \

0 N O
o Q&\, @ =]

Oor 8 \
O o 3

T - Support Vector O
o .\<}\\ L PP
e

Class 2 0o O
A Input Data Space Higher dimension feature space
B

Figure 2. 12 SVM schemes (A) Linear (B) Non-linear [119]

e Random Forest (RF)

Random forest is a well-known machine learning algorithm that uses the
supervised learning method, it may be utilized for both classification and
regression issues. It is based on ensemble learning, which is a method of
integrating several classifiers to solve a complicated issue and increase the
model's performance. RF is a technique that used widely in large datasets
efficiently and quickly [120]. The technique relies on principle of ensemble
learning that creates various classifiers and merges their results [121]. The
performance of a single classifier is less than of multiple weak classifiers that
both using the same dataset. RF is a type of ensemble approaches that classifies
new instances through constructing many decision trees and majority voting. In
this algorithm, an entire set of features is divided into many subsets and each

one represents a decision tree that selected randomly [122].
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RF prevents overfitting by calculating the average of all projections and
cancelling out the biases. It can also manage missing values by replacing
continuous variables with median values and determining their proximity-
weighted average. Furthermore, it encourages the adoption of the most
contributory characteristics for the classifier. RF is stable in high-dimensional

environments and with a large amount of training data [123].

This technique gives more accuracy than a single decision tree, can handle
datasets including a large number of predictor variables, and it may be used for
variable selection. It is important to highlight the efficiency of random forest in
a variety of fields, including the categorization and detection of the most
relevant variables in ecology, breast cancer diagnosis and prognosis, and

genomic data applications [124]. Figure 2.13 represents the RF mechanism:
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Figure 2. 13 The mechanism of RF [125]

2.6 Evaluation Metrics

Evaluation metrics are statistics that are used to assess the performance of
each machine learning algorithm, some algorithms can provide a good result on
a certain dataset or a class while performing poorly on the other group of data or

other classes, and thus there is not a particular way to select the optimal
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algorithm. The primary objective of estimating the classification model is to
provide an accurate assessment of the quality of the model's performance [126].
The confusion matrix, accuracy, error rate, receiver-operating curve (ROC), area
under the ROC curve (AUC), sensitivity, specificity, precision, and the F1 score

are some of the methods used to evaluate classifiers.
2.6.1 Confusion Matrix

The confusion matrix is a specialized table that depicts the classifier's
performance. In the machine learning approach, a confusion matrix is often
referred to as the error matrix. Depending on the data type, an image area Is
either positive or negative. Moreover, a choice based on a detected result may be
valid (true) or invalid (false). As a result, the decision will thus fall into one of

four categories, which are defined as below [127]:

e True Positive (TP): is a positive instance correctly diagnosed as positive.

e True Negative (TN): is a negative instance correctly diagnose as a negative.
o False Positive (FP): is a negative instance incorrectly detected as a positive.
o False Negative (FN): is a positive instance incorrectly detected as a negative.

The relation between positive class and negative class predictions can be
depicted as a 2x2 confusion matrix in Table 2.1, which tabulates whether the
obtained prediction falls into one of four categories. The right choice is

represented by the diagonal of the confusion matrix [128].

Table 2. 1 Confusion matrix

Predicted Classes

Positive Negative
(U -y .
) Positive TP FN
E
g Negative FP TN
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Accuracy: is a metric that determines the probability that how many samples
(positive and negative) are correctly identified. The best accuracy is 1, whereas
the worst is 0. With the 2x2 confusion matrix, the formula of prediction
accuracy is shown in Eqg. 2.9.

TP+TN
TP+TN+FP+FN

Accuracy = (2.9)

2.6.2 Receiver Operating Characteristic (ROC)

The ROC curve is a visual representation of a plot that demonstrates how well
a binary classification model performs. It is produced by graphing the true
positive rate (TPR) versus the false positive rate (FPR) at a variety of
discriminating thresholds. The TPR is also known as the sensitivity or recall,
and the FPR may be computed as the product of the specificity and the
sensitivity. If the discriminating threshold of the model is altered, the confusion
matrix may take on a new appearance, and a new point may be shown on the
ROC curve.

A random binary classification model's ROC curve would look as a diagonal
line extending from (0, 0) to the point where the model stopped making
predictions (1, 1). Any curve that is located above the diagonal line is indicative
of a good classification model that is superior to random, but any curve that is
located below the diagonal line indicates that the model is inferior to random. A
perfect binary classification model would provide a straight line from (0, 1) to
(1, 1) as the output. This would indicate that the model has a sensitivity of 100%
and a specificity of 100%.

The area under the ROC curve is referred to as the AUC and its value is
always between 0 and 1. When examining binary classification models using the
ROC curve approach, one might reach the conclusion that a greater AUC
indicates a superior model. The AUC for a random classifier is 0.5, whereas an

excellent model has an AUC that is near to 1. In situations when the AUC is less
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than 0.5, the model has a tendency to reverse the classes [129]. Figure 2.14

depicts a schematic representation of a ROC curve and AUC.
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Figure 2. 14 Schema of ROC curve and AUC: red line: a perfect classifier, blue curve: a great
classifier, yellow line: a random classifier, and shaded area: AUC for the random classifier
[129]

Sensitivity (Recall): measures the rate of true positives that are correctly

identified as positive. Its formula is in Eq. 2.10 [130].

Sensitivity = (2.10)

TP+FN

Specificity: measures the rate of true negative cases that are correctly
identified as negative and its formula is as in Eq. 2.11. The range of these
parameters is from 0 to 1, when the values close to value 1, they are being more
desirable [131].

TN
TN+FP

Specificity = (2.11)

2.7 Synthetic Minority Oversampling Technique (SMOTE)

In many different domains, like credit card fraud, medical diagnosis, and
others, consists of imbalance data. The unbalanced data is caused by an unequal
balance in the amount of positive and negative cases, or binary class labels, in a

dataset. It is one of the most difficult aspects of classification using machine
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learning since the classification is biased toward the majority class and performs
poorly according to the receiver operator characteristic curve (ROC).
Imbalanced data can provide high accuracy of testing results since the testing
sample will simply be categorized to the majority class, which inhabited a high
proportion of the entire population. It is a significant problem because the
primary focus in dataset is on the minority class. As a result, any errors in data
classification or inability to detect the true negative in even one of the data may

provide a difficulty for the case study [132].

An unbalanced dataset has considerably lower number of training cases for
one class than for another. In accordance with this, the former is referred to as
the minority class and the latter as the majority class. Most common learning or
classification algorithms have a tendency to classify the majority class with a
high accuracy rate and the minority class with a low accuracy rate for an
unbalanced dataset. Due to these disparities in accuracy rates, the classifier
performs poorly when identifying minority class samples. As a result, one of the
major challenges in classification research is classifying an unbalanced dataset.
Minority class samples are more crucial to identify than majority ones in many

applications.

Re-sampling, also known as dataset reconstruction, is the practice of
modifying the distribution of training set samples via data processing in order to
enhance classification performance by lowering the dataset's imbalance. This
strategy incorporates oversampling, under sampling, and other mixed sampling
strategies [133]. In under sampling, the number of occurrences for a majority
class is decreased such that it is equal to or comparable to that of the minority
class. In oversampling, the number of instances in the minority class is raised
such that it is equivalent to or comparable to the majority class [134]. Given that
minority class samples of the original data are replicated, over-sampling may

lead to border or noisy data, increase processing time, and result in inefficient
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over-fitting [133]. In this context, overfitting refers to the machine learning
algorithm's inability to generalize to a new dataset due to its best adaptation to
the training set (e.g., test set). An easy technique to detect overfitting is to
compare the results on the training and testing sets. If the accuracy on the
training set is much greater than the accuracy on the testing set, then the
algorithm is overfit [134]. Chawla introduced SMOTE, which stands for
synthetic minority oversampling technique and isa robust over-sampling
method that is most commonly used to balance skewed data in machine learning
[135]. The SMOTE approach randomly generates new instances of a minority
class from the minority classes nearest neighbors. In addition, these instances
are utilized to examine the different characteristics of the original dataset and are
regarded as the original instances of the minority class [136]. The hybrid-
sampling methods combine more than one sampling methodology to overcome

the drawbacks of every sampling technique [137].
2.8 Mammographic Databases

A variety of well-known databases for mammographic image analysis have
been developed. Some datasets have been made publicly available, while others
have been kept private by a group of academics. The MIAS database and the
DDSM database are the most commonly used datasets. The following is a more

detailed database description.
2.8.1 Mammographic Image Analysis Society (MIAS)

Mammaographic image analysis society (MIAS) has created a database that is
made up of digitized versions of mammograms. Prior to the process of
digitalization, the United Kingdom National Breast Screening Programme
provided us with the original X-ray film that we gathered. The database is
accessible at http://www.wiau.man.ac.uk/services/MIAS/MIASweb.html. The
Mini-MIAS is a compact version of the MIAS dataset, in which the original

images have been cropped. The dimensions of each image in the collection have
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been adjusted to 1024x1024 pixels (8-bit resolution). There are a total of 322
mammography images in the database, including 208 normal, 63 benign, and 51
malignant mammograms. The radiologist's ground truth is also included in the
database, but it may be accessed as a distinct text file. This file includes
information on abnormality, severity (benign or malignant), and tissue density
(fatty, fibroglandular, heterogeneously dense or extremely dense). A great
number of academics in the past have made use of the database for the purpose

of creating segmentation or classification algorithms [53].
2.8.2 Digital Database for Screening Mammography (DDSM)

The digital database for screening mammography (DDSM) is a resource
available at http:// marathon.csee.usf.edu/Mammography/Database.html for the
mammographic image analysis research community. A group of specialists from
the University of South Florida produced the DDSM database. The DDSM
database has 2,620 breast cases separated into 43 volumes. In each case, each
breast is imaged four times using two distinct slide perspectives MLO and CC.
A typical DDSM database is 3000x4800 pixels in size. This comprises the kind
of cancer (benign or malignant) and the wound location. The curated breast
imaging subset of DDSM (CBIS-DDSM) database includes pixel-by-pixel
annotations for ROI, which consists of tumours, calcifications, and disease
pathology (benign or malignant). In addition, each ROI is identified as

calcification or mass. The majority of mammograms have just one ROI [138].
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3.1 Introduction

As described in chapter two, segmentation and classification of
mammography images are vital steps in the detection and diagnosis of breast
cancer. In order to recognize the abnormalities of breast cancer, numerous
researchers have suggested various algorithms. In fact, computers are capable of
separating different parts of an image and extracting suspicious areas ROl from

medical images using a wide range of methods.

This chapter can be divided into two approaches: The first approach discusses
the methodology of the new detection technique for micro-calcifications in
mammogram images using the proposed multi-points (seeds) region growing
method, and the second approach argues the methodology of improving breast
cancer classification using the SMOTE technique and pectoral muscle removal

in the mammogram images of the Mini-MIAS dataset.
3.2 Image Processing Based CAD Systems

Computer-Aided Detection/Diagnosis (CAD) is defined as the ability to
utilize a computer system in medical diagnosis. Most CAD systems are intended
to help detect breast cancer using mammograms. However, the images must be
in the appropriate digital format first, in order to be useful as an input to a CAD
system. Thus, the first role of image processing is often simply the digitization

of an existing mammogram.

However, this is frequently the first step, as subsequent image processing is
used to improve the image's quality before identifying, separating, or otherwise

marking the image elements or features of interest.

The process of separating the abnormal from the normal part is known as
segmentation. Each recognized region reflects the information to which it

belongs as well as structuring features that distinguish the abnormality. The
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primary goal of segmentation in this CAD model is to separate mass or micro

calcification from breast tissue.

Radiologists depict masses or micro-calcifications by their texture properties.
In CAD, classification is used to predict the type of mass as benign or malignant
based on the extracted set of features. Figure 3.1 shows the system architecture

for breast cancer detection.
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Figure 3. 1 System architecture for breast cancer detection
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3.3 Proposed Method 1: Segmentation using K-means Clustering and

Optimized Region-growing Technique

This method introduces a useful pixel-based technique for region-growing.
Due to the nature of the calcifications, which can be sporadic, multi-points have
been utilized to detect calcifications in more than one region of the breast, which
cannot be determined by using the standard region growing algorithm. On the
other hand, using an initial seed point increases the computing cost and

execution time.

The proposed methodology involves multiple steps, including image
processing techniques. The first step is the image acquisition from the dataset
collected in the curated breast imaging subset of the digital database for
screening mammography (CBIS-DDSM), where regular and irregular
mammograms are collected. The optical mammograms are then preprocessed by
Gaussian filters and pre-segmented using k-means clustering for noise reduction.
The images are further processed using the proposed multi-points (seeds) region
growing method to extract the ROI, which targets breast micro-calcifications
(MCs). For feature extraction, the ROIs are then processed where a collection of
texture features are extracted using Haralick texture characteristics. Then the
extracted textures are further fed into the SVM classifier. In Figure 3.2, the

detailed processes of the proposed model are demonstrated.
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Figure 3. 2 Flowchart of the proposed method
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3.3.1 Data Acquisition

The curated breast imaging subset of DDSM (CBIS-DDSM) dataset is
available at [139], which includes the digital images fed to the proposed method.
The DDSM database has 2,620 breast cases separated into 43 volumes. In each
case, each breast is imaged four times using two distinct slide perspectives MLO
and CC. A typical DDSM database is 3000x4800 pixels in size. This comprises
the kind of cancer (benign or malignant) and the wound location. The images

were decompressed and saved in DICOM format.

In this work, 440 digital mammograms of breast micro-calcification
containing benign and malignant severity were used in craniocaudal (CC) views
for training and testing purposes. This collection comprises 329 benign cases

and 111 malignancy cases in both left and right breasts.
3.3.2 Pre-processing

The preprocessing consists of two steps: the first step is resizing, and the

second step is filtering the mammogram image.

e First step (Resizing): The mammography images are high resolution images
that include small features of interest and need to be scaled down to enable
better transport and processing. In order to effectively reduce the size of the
mammography without affecting its quality or regions of interest, the bilinear
interpolation approach is applied. Bilinear interpolation is determined by
taking a weighted average of the four neighboring pixels to calculate its final
interpolated value. The final image is significantly smoother than the original.
When all known pixel distances are equal, then the interpolated value is
simply their sum divided by four. This technique interpolates in both
horizontal and vertical directions. The interpolation kernel for bilinear
interpolation is given by [140]:
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Olx| >1

1— x|lx] < 1 (3.1)

) = |
Where x = distance between interpolated point and grid point.

e Second Step (Filtering): The noise is an unwanted phenomenon that is
inherent to many image acquisition and transmission sources. Due to various
interferences, noise has a negative impact on the quality of the image. In order
to suppress unwanted noise, smoothing filters are often applied to the image
to enhance its quality while attempting to preserve as many important details

as possible in the image.

In this step, the pre-processing method utilizes a Gaussian filter to remove
noise and soften the images. Figure 3.3.a is the original image, and Figure 3.3.b

shows the effect of applying a Gaussian filter to the image.

A Gaussian filter is a low pass filter that is used to reduce noise and blur
image regions. To get the desired effect, the filter is built as an odd sized
symmetric kernel (DIP version of a matrix) that is passed through each pixel of
the image. The filter uses a kernel to perform a convolution filter, which is
calculated using the kernel 2D method and then transformed to an integer
sharpening kernel. First, the integer kernel from kernel 2D is calculated by
dividing all elements by the element with the smallest value. A Gaussian filter
can be thought of as an approximation to the Gaussian function (mathematics).
When applying the Gaussian filter to an image, we first define the size of the
kernel (11 x 11) that will be used to blur the image. Because the sizes are
generally odd, the overall results can be computed on the middle pixel. Also,
because the kernels are symmetric, they have the same number of rows and
columns. The Gaussian function is used to compute the values within the kernel,

which is as follows:

_x%+y?

e 2072 (3.2)

G(x,y) =

2mo?
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Where,
X: x coordinate value
y: y coordinate value
n: Mathematical Constant P1 (value = 3.14)
o Standard Deviation (sigma)

The role of sigma in the Gaussian filter is to control the variation around its
mean value. Therefore, as the sigma becomes larger, the more variance is
allowed around the mean and as the sigma becomes smaller, the less variance is

allowed around the mean. We adopted the sigma value of 4.
3.3.3 Pre-segmentation (Denoising)

Usually, medical images contain some symbols, words, or letters that show
the type or some of the medical-physical characteristics of the image. This is
generally considered image noise and may affect classification accuracy. To
overcome these problems denoising is used. This process goes through three
stages: 1- K-means clustering, 2- Eliminate noise objects and 3- Recover the

important area. Figure 3.3 (c, d, e) illustrates the process of applying these steps.

(a) (b) (©) (d) (€)

Figure 3. 3 The preprocessing and pre-segmentation steps: (a) Original image (b) Gaussian
filter (c) Applying k-means (d) Erosion filter and (e) Breast area retrieval
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3.3.3.1 K-means Clustering

K-means is a simple learning technique for solving the well-known clustering
problem. K-means split a set of data into k number groups. The k-means
algorithm is divided into two stages. In the first stage, it computes the k
centroid, and in the second phase, each data point is assigned to the cluster that
has the closest centroid to it. Once the grouping is complete, it recalculates the
new centroid of each cluster and, based on that centroid, calculates a new
Euclidean distance between each center and each data point and assigns the
cluster points with the lowest Euclidean distance. Each partition's cluster is
defined by its member objects and centroid. The centroid of each cluster is the
point at which the total of distances between all the objects in that cluster is
minimized. Finally, the goal of this algorithm is to minimize the sum of squared
distances between all points and the cluster center. The objective function is as
follows [101]:

d=|p(x,y) — qll* (3.3)
() = + 2L, 25, p(x.y) (3.4)

Let us consider an image with resolution of xxy and the image has to be
cluster into k number of cluster. Let p(x, y) be an input pixels to be cluster and

c;be the cluster centers. The algorithm is composed of the following steps:

Step 1 Place 3 points into the space represented by the objects that are being

clustered. These points represent initial group centroids k = 3.

Step 2 For each pixel of an image, calculate the Euclidean distance d between

the center and each pixel using the relation given in Eqg. 3.3.
Step 3 Assign each object to the group that has the closest centroid.

Step 4 When all objects have been assigned, recalculate the positions of the K
centroids using Eq. 3.4.
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Step 5 Repeat steps 2 to 4 until the centroids no longer move. This produces a
separation of the objects into groups, from which the metric to be minimized

can be calculated.

At this stage, the image is divided into a group of converged areas in color
intensity, and as a result, the background of the image will be isolated from its
components more clearly. Also, the noise in the images will be isolated from the
rest of the image components, which facilitates the process of cutting them later.

Figure 3.4 illustrates the process of applying k-means clustering.

(@) (b)

Figure 3. 4 The k-means clustering process: (a) Original image (b) Applying k-means

3.3.3.2 Eliminate Noise Objects

Morphological image processing is a collection of non-linear operations
related to the shape or morphology of features in an image. A morphological
operation is used to rearrange the order of the pixel values, which operates on
structuring elements and input images. Structuring elements are attributes that
probe features of interest. Erosion is an essential operation used here, and during
erosion, the rock bottom value is chosen by comparing all the pixel values in the

region of the input image with kernel (3x3).
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After dividing the image in the previous step into specific areas of converging
intensity in color and isolating them from the background, the extra foreign
objects that cause noise in the image are cut off by erosion. Thus, we have an
image that contains only the breast area without any noise as shown in Figure
3.5, this area will be used to restore the breast area from the original image,

which we call the breast area mask.

(@) (b)

Figure 3. 5 The eliminate noise object process: (a) Applying k-means (b) Erosion filter
(breast area mask)

3.3.3.3 Recover the Important Area

It is the last step in the pre-segmentation stage. The mask that was produced
in the previous step is relied on and applied to the original image to restore the
equivalent area of the mask, then neglect the components of the image and
consider it as background for the area resulting from the retrieval process.

Figure 3.6 demonstrates the area of the retrieved breast.

69



Chapter Three Methodology

(@) (b)

Figure 3. 6 Recover the important area process: (a) Erosion filter (breast area mask)

(b) Breast area retrieval

3.3.4 Segmentation

The segmentation method separates benign and malignant areas of digital
mammograms into non-overlapping segments from the background portions.
The region-based strategies find a seed point and growing regions until a

criterion of homogeneity is reached.

This method presents an effective variant of the region-growing pixel-based
technique that produces optimal seeds and thresholds. Due to the nature of the
calcifications, which may be sporadic, multi-points (seeds) have been used to
determine the calcifications if they are in more than one region of the breast,
which cannot be determined when using the traditional region-growing

algorithm. Figure 3.7 depicts the segmented image of micro-calcifications.
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(a) (b) (©)
Figure 3. 7 The segmentation process: (a) Breast area retrieval (b) Segmented area and (c)
ROI

In the following the main steps for generating optimal seeds using multi-

points (seeds) region-growing segmentation is presented:

e Let mammogram values be a list of mammogram pixel values (it will contain
all the pixel values in the image without duplicating).

e Sort mammogram pixel values in descending order.

e Determine the segmentation threshold, which will determine the approved
values from the list and which will be adopted in the segmentation process.
This is done by dividing the sorted mammogram values into 10 sections and
adopting the first section of it (higher values), which will represent the list of
segmentation values or seed points.

e For each pixel in the mammogram image, if the pixel value belongs to the
segmentation values, then the pixel will be adopted, otherwise, the pixel will
be discarded.

For each adopted pixels generated from the previous step:

— Check the neighboring pixels and add them to the region if they are equal
or upper to the seed intensity value.
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— Repeat the previous step for each of the newly added pixels; stop if no
more pixels can be added.

The algorithm for the multi-points region-growing method is presented
below:

Algorithm 3.1 Optimized Region Growing

Input: Digital Mammogram Image (M)

Output: Segmented Image (S)

Local Variables
W = Digital Mammogram Image width
H = Digital Mammogram Image height
MammValues<>: list of Mammogram pixel values

SegmentationValues<>: list of segmentation threshold values

Begin
Step 1
Aggregation (M)
Fori - 1toWdo
Forj. 1toHdo
If (! MammValues.Contains(Mg ;)
MammValues.Add(Mg j)
End
End
End
Step 2

Sort (MammValues)
Step 3
Determine thresholds (MammValues)
For i 1to (MammValues.Count/ 10) do

SegmentationValues.Add(MammValues[i])
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End
Step 4
Segmentation (M, SegmentationValues)
For t — 1 to SegmentationValues.Count do

Apply region growing
End
Return S

End

3.3.5 Features Extraction

Features of the image show the current attributes and characteristics. The
extracted features utilized for classification should be identifiable, effective, and

autonomous.

In the first step of features extraction, statistical textural analysis-features
including cross-correlation coefficient and Pearson correlation information from
the comparison of the denoising image with the segmented image intensities

extracted.

e Cross-Correlation Coefficient: It is a measure of similarity of two series as a
function of the displacement from one another. The cross-correlation
coefficients are more robust to changes in illumination than the mean square
error (MSE).

Yiz1 (= D(i= ¥) (3.5)

S (- %)2

Cross-Correlation Coefficient =

Where,
n: is sample size

Xi, Yi- are the individual sample points indexed with i
¥=-ymn x;: (the sample mean); and analogously for y

n =1
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e Pearson Correlation Coefficient: Pearson correlation in statistics is defined
as a measure of the strength of a relationship between two variables and their
correlation with one another. Pearson's correlation coefficient computes the

effect of a change in one variable when the other variable changes.

Z?:l(xi_f)(yi_ y) (3 6)

Pearson Correlation Coefficient =
\/2?=1<xi— )2 \/z’;m— 7)2

Where,
n: is sample size

Xi, Yi- are the individual sample points indexed with i

X %Z{;lxi: (the sample mean); and analogously for y

Then, the average area of segmented spots was obtained. In this extraction
process, the average area is calculated which represents the average of the
infected areas. Suppose that B = {B4, B,, ..., By} is the set of segmented blobs,

where N is the number of the blob segmented from the mammograms.

_ Z?’zlArea(Bi)

Average Area = N (3.7)

In the second step of feature extraction, the proposed method utilizes a
collection of texture features based on Haralick's texture analysis concepts,
where 26 texture features are extracted. The features are: Angular second
moment, contrast, correlation, variance, inverse difference moment, sum
average, sum variance, sum entropy, entropy, difference variance, difference
entropy, first information measure, second information measure, and invariance
were achieved for each of these 13 features by averaging them over the four

directional co-occurrence matrices [107].

Thus, for training the classifier, a collection of 29 features was extracted (two
features from the first step, 26 features from the second step, and the average

area). The statistics formulas for the haralick features are listed below:
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1. Angular Second Moment [asm]: is a measure for image homogeneity.

=30 5 (PAD)’ = 3%, p (i )2 (38)
Where,

Ny is the number of gray levels, p is the normalized symmetric GLCM of

dimension NgxNg, and p(i,j) is the (i,j)th element of the normalized GLCM.

2. Contrast [con]: is a measurement of the local variances present in an image.

Ng1 Ng1

BNty k{22 8li = jLkP( N} = T2 Kopey () (39)

3. Correlation [cor]: The linear dependence of the gray levels of neighboring

pixels is measured by correlation.

Zl 12 @D ) —pxpy

Ox0y

fy = (3.10)

Where,
ux, uy, ox, oy are the means and standard deviations of px and py.

4. Sum of Squares variance [var]: The dispersion of the gray level distribution

Is measured by variance.

fy=3,° Z (=w?p@)) (3.11)
5. Inverse Difference Moment [idm]: measures the local homogeneity of an
image.
—_ Ng Ng ..
f5 - 2i=12j=1 14(i—j)?2 p(l’]) (312)

Where,
The term (i-j)* weighting factor ( a squared term).
6. Sum average [sav]: is the image's average value for intensity.

2N

f6 = Zizzg ipx+y (l) (3-13)
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7. Sum variance [sva]: is a measure of the intensity variation around the mean.

2Ny

f7= Zi:z (i - f8)2 px+y(i) (3-14)

8. Sum entropy [sen]:

fy = Yo Dty (D10G( Dy (D) (3.15)

9. Entropy [ent]: measure the randomness of intensity value.

N N .. ..
fo=3.2 X2, p(i, Nlog(0 (. /) (3.16)
10. Difference variance [dva]: calculate the difference in variances between the
two response variables.

fi0 = variance of p,_, (3.17)

11. Difference entropy [den]:

Ng—1

fii =30 Pxey (D) log(px—y (i) (3.18)
12. First information measure of correlation:

fo—HXY1

f12 = m (319)
13. Second information measure of correlation:
fi3= [1 — exp(—2(HXY2 — f, )] /> (3.20)

In this section, a sample is shown of the obtained results. It displays a
comparison of some extracted features of the segmented images. Figure 3.8 (a,
b, ¢, and d) shows the distribution of the angular second moment, variance, first
information measure, and cross-correlation coefficient values for a group of 30
segmented samples for every two classes (malignant and benign), and illustrated
the extracted features that can be used to distinguish and observed the values of

the malignant tissue differed from the values of the benign tissue.
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Figure 3. 8 (a) Angular second moment values of malignant and benign samples
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Figure 3.8 (b) Variance feature values of malignant and benign samples
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Figure 3.8 (c) First information measure feature values of malignant and benign samples
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Figure 3.8 (d) Cross-Correlation Coefficient feature values of malignant and benign samples

3.3.6 Support Vector Machine Classifier

SVM is an effective statistical learning method for classification, which seeks
to minimize the upper bound of the generalization error based on structural risk
minimization. The working principle of the support vector machine is based on

marginal calculations [141].

In this method, the Gaussian kernel function is used for transformation. A
kernel function is a method for taking input data and transforming it into the
needed form of processing data. In general, the kernel function transforms the
training set of data so that a non-linear decision surface can transform to a linear
equation in a higher number of dimension spaces. Basically, it returns the
interior result between two points in a standard feature dimension. In the

following the support vector machine classifier pseudocode is presented:

Algorithm 3.2 Support Vector Machine Classifier

Input: Dataset D
Output: Confusion Matrix, Validation
Step1l (Divide the dataset into training and testing)
Training < Split (D, size = 0.8)

Testing « Split (D, size =0.2)
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Step2 (Algorithm training)

SupportVectorMachine<Gaussian>.Learn (Training, Training_Output)

Step 3  (Breast cancer prediction for the testing dataset)

Prediction = SupportVectorMachine<Gaussian>.Decide(Testing)

Step 4 (Extract classification results)

Calculate Scores(Prediction, Testing_output)
Compute Confusion Matrix(Prediction, Testing_output)

Step5 (Evaluation of results)
Validate Model

3.4 Proposed Method 2: Pectoral Muscle Removal and Solving Data

Imbalance Problem

This section proposes another approach in mammogram CAD systems for
addressing two problems: pectoral muscle removal and data imbalance

problems.

The segmentation of the pectoral muscle is useful in mammography image
processing because this muscle typically appears as a dense region of incidences
in mediolateral oblique (MLO) views of the mammograms. This may affect the

performance of methods for the automatic detection of lesions.

Various image-processing techniques and segmentation algorithms have been
used by researchers to analyze samples and enhance visual accuracy to discover
and interpret regions of interest. In this model, the focus will be on removing the
pectoral muscle to improve the segmentation process and solve the problem of
data imbalance as in the Mini-MIAS dataset to avoid its impact on the accuracy

of classification results.
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The proposed method demonstrated in Figure 3.9, involves acquiring images,
noise reduction, breast region differentiation, filtering (invert, subtract), pectoral
muscle removal, segmentation, feature extraction, balancing the data in the
feature space as well as performing the classification. In regards to the
segmentation process, the proposed system performs many operations to
improve the segmentation process, the most important of which is solving the
pectoral muscle problem and ensuring that it does not appear which affects the
efficiency of extracting characteristics and thus improves the performance of the
classification process. Then, the proposed system solves the imbalance problem
in the Mini-MIAS dataset utilizing SMOTE technique to raise the classification

efficiency.
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3.4.1 Data Acquisition

The mammographic image analysis society (Mini-MIAS) is a freely
accessible dataset for scientific purposes. The proposed model makes use of 322
mammography images, 280 of which are benign, while the remaining 42 are
malignant in MLO views of both the left and right breasts. The database was
compressed to a 200 micron pixel border and padded so that all images were

1024x1024 pixels in size. The images are saved in grayscale in the JPG format.
3.4.2 Pre-processing

Mammogram preprocessing is one of the primary steps in a CAD system. In
the preprocessing step, the unwanted objects are removed from the
mammograms, which include annotations, labels, and background. The
preprocessing helps the localization of region for abnormality search. In
mammogram preprocessing, one of the major challenges is accurately defining
the pectoral muscle (PM) boundary from the rest of the breast region. The PMs

are mostly present in the MLO views of the mammograms.

Original mammogram images are binaries by a special threshold technique
(Threshold = 20) that blacks the background only in order to separate it from the
mammogram image content. Then, a morphological erosion operation is
performed to remove small regions. Two sets of data are fed into the erosion
operator. The first step is to erode the image. The second is a set of coordinate
points known as a structuring element (also known as a kernel (3 x 3)), which
specifies the precise effect of the erosion on the input image. The filter assigns
the minimum value of the surrounding pixels to each pixel of the resultant
image. Surrounding pixels, which should be processed, are specified by the

structuring element: (1) to process the neighbor, (-1) to skip it.
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3.4.2.1 ROI Segmentation

In the cropping steps, the process of determining the breast region (region of
interest) is carried out, and it depends on the direction of the breast and the
intensity of the pixels, which is in two steps: The first is to determine the
beginning and end of the breast region (left and right), where the maximum
width of the breast is adopted. The second step includes determining the (top
and bottom) of the breast region, at the top, the highest point belonging to the
breast region is approved. As for the bottom, the end of the breast is determined
and approved as a lower point for the region of interest. Thus, the area of the
breast that is confined between the four points is adopted, and the cropping is

performed.
3.4.2.2 Pectoral Muscle Removal

To produce a subtracted image, the obtained breast image was inverted. Then
the segmented breast region is subtracted from the inverted image. Depending
on the direction of the breast, the pectoral muscle appears in the left-top corner
or right-top corner of MLO images, and in comparison to the main breast tissue,
they have higher density values. In order to improve the segmentation process
and the classification performance, an automated method for pectoral muscle
removal is presented. A mammogram is clustered with the k-means clustering
algorithm (k=7) before applying the steps of the procedure for removing the
pectoral muscle that has been proposed.

The method is divided into three phases: The alignment of the breast is
determined in the first phase; mammograms are either right or left-aligned. The
orientation is determined by examining the pixels intensities at the top of the
image (left and right), the intensity values are compared on both sides to
determine the orientation of the breast. Where the direction of the breast is

opposite to the direction that contains the pixels with higher intensity. In the

83



Chapter Three Methodology

second phase, a triangle is placed over the mammogram image to isolate the

main breast region from the pectoral muscle.

Determining the dimensions of the triangle and its three points depends on the

direction of the breast and perform as follows:

e The first point (beginning): If the direction of the breast is to the right, the
pectoral muscle will be located at the top left of the image, then we will take
the first point from the top left corner of the image, and vice versa.

e The second point (muscle width): to determine the second point of the
triangle, the intensity of the pixels at the top of the image (horizontally) was
checked according to the direction of the breast. In the case where the
direction of the breast is to the right, the examination of the pixel intensity is
carried out from the right. If the intensity of the pixel is increased from lower
to higher, this will be the beginning of the pectoral muscle area and the
second point of the triangle.

e The third point (muscle length): to determine the third point of the triangle,
the intensity of the pixels along the length of the image (vertically) was
checked according to the direction of the breast, where the pectoral muscle
will be located on the opposite side of the breast direction, and its value
depends on the value of the second point. In the case where the direction of
the breast is to the right, the examination of the pixel intensity is carried out
from the top left corner toward the bottom. If the intensity of the pixel is
decreased from higher to lower, this will be the end of the pectoral muscle
area and the third point of the triangle. Since the length of the triangle = the
width of the triangle / 100 * the length of the image.

Then to suppress the pectoral muscle, a seeded region growing algorithm is
being used in the third phase, which will be applied only to the triangular

defined in the second step that is used in this procedure. The similarity criteria
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will be the higher intensity of pixels that belonged to the defined triangular

minus 120.

Figures 3.10 and 3.11 shows the process of removing the pectoral muscle in
two cases (left and right), where (a) shows the subtracted image, then (b) defines
the triangle resection, and (c) the image of the breast after removing the pectoral
muscle. To eliminate the pectoral muscle we have applied a region growing

method within the red triangle as seen in Figure 3.10.b, 3.11.b.

(a) (b) (©

Figure 3. 10 Left pectoral muscle removal process: (a) Subtracted image (b) Defines the
truncating triangle (c) Pectoral muscle removal

(@) (b) (©)

Figure 3. 11 Right pectoral muscle removal process: (a) Subtracted image (b) Defines the
truncating triangle (c) Pectoral muscle removal
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3.4.3 Segmentation

The primary goal of segmentation is to simplify the image so that it can be
easily analyzed. The ROI was extracted from the original mammography image
by suppressing the entire breast while excluding the pectoral muscle and any
other artifacts. The final segmented unlabeled image is generated by
superimposing the remaining breast area on the subtracted image. Segmentation
Is carried out to divide the images into uniform areas and extract the ROI. The
segmentation process consists of two steps: in the first step, k-means clustering
is applied to the obtained image after pectoral muscle removal. Then the
thresholding algorithm is applied with an intensity threshold equal to 216. As a
result of the threshold, each region with an intensity value above the threshold
becomes white, and each region with intensity below the threshold becomes
black. Finally, the suspicious mass area in the image is obtained, which

represents the white area.
3.4.4 Features Extraction

In this process, the region of interest (ROI) is extracted for analyzing the
image. It includes modifying the image from the lower level of pixel data into
higher level representations. From these higher level representations we can
gather useful information. Several types of image features have been examined
and evaluated for classification applications. Fractal dimensions using pixel
range calculation methodology, with three shape-based features i.e., eccentricity,
solidity, and extent of the segmented region are collected. Then from the
segmented suspicious mass region, seven-moment invariants are obtained. A
feature vector is generated using a collection of shape-based, Hu moment-
invariant, and fractal dimension features derived from each segmented

suspicious area.

Hu moments (or rather Hu moment invariants) are a set of seven numbers

calculated using central moments that are invariant to image transformations.
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The first 6 moments have Dbeen proven to be invariant
to translation, scale, rotation, and reflection, while the 7th moment’s sign

changes for image reflection.

In fractal dimension, the image of size M x M is divided into different box

lengths L. The size Lx L boxes with gray level L' are determined.
N, is a 2D matrix that stores the number of boxes and their gray levels.

The image's fractal dimension is precisely dependent on the size of the box.
The reduction factor and gray level can be computed based on the box size as

follows:
r=L/M (3.21)

L/M represents the ratio of the box length to the image length. As a result, the

reduction factor will be:
U/r=M/L (3.22)

Any image is represented by the cell counting method by the number of boxes
with their gray levels. Here, L’ is the gray level that can be possible with Lx L

box size, which can be calculated as follows:

Graylevel L’=LxG/M (3.23)
Where G has a value of 256

R; = Pi(max) — Pi(min) + 1 (3.24)
Where R; is the range of intensities and P; is the pixel intensity.
The gray levels covered by the intensity range can be determined as follows:

N, =Ry/L’ (3.25)

FD =log(N,) / log(1/r) (3.26)
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Where log (Nr) is the log of whole box covered by an image, log (1/r) is the
reduction factor based on box length, and FD is the image's fractal dimension of

images.

Algorithm 3.3 Pixel Range Calculation (PRC)

Input: Image

Output: Estimated Fractal dimension

Begin
Step 1 Determining the length of the box.
Step 2 Compute the reduction factor.
Step 3 Separate each image into boxes.

Step 4 Compute the gray level.
Step 5 Determin the gray intensity range for each box.
Step 6 Divide the gray intensity range for each box using the gray
level.
Step 7 Determine the total box count.
Step 8 Divide the total box count by the reduction.
End

3.4.5 Balancing the Data

In the Mini-MIAS dataset, the number of observations coming from the
malignant class is substantially less than those belonging to the benign class.
The predictive model created utilizing typical machine learning methods may be
biased and inaccurate in this situation. This happens because machine learning
algorithms are normally designed to increase accuracy by reducing the number
of errors. As a consequence, they don't consider the distribution of classes, their
proportions, or the balance of classes. Because of that, employ synthetic
minority over-sampling technique (SMOTE) to cover the impact of the
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imbalance on the classifier's accuracy. A subset of data from the minority class
is selected, and then new synthetic comparable instances are created. After that,
the initial dataset is supplemented with these synthetic instances. The SMOTE
algorithm is detailed below [142]:

e For each sample, find the k- nearest neighbours, (k=3).

e Choose samples from a k-nearest neighbour randomly.

e Find new samples by multiplying the initial samples by the difference and by
the gap of (0, 1).

e Add the additional samples to the minority. Then, a new set is generated.

Algorithm 3.4 SMOTE

Input: Number of minority class samples z
Amount of SMOTE N %
Number of nearest neighbors K
Output: (N/100) * z
Local Variables

N = (N/100) (The amount of SMOTE is assumed to be in integral
multiples of 100)

K = Number of nearest neighbors

attrnum = Number of attributes

z[ 1[ ]: array for original minority class samples

index: keeps a count of number of synthetic samples generated
NewSynthetic[][]: array for synthetic samples

Step 1
If N <100
then Randomize the z minority class samples
z = (N/100) * z
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N =100
Endif
Step 2
fori<1toz
Compute K nearest neighbors for i, and save the indices in the
temparray
Populate(N, i, temparray)
Endfor
Step 3
Populate(N, i, temparray) (Function to generate the synthetic samples)
while N !1=0
Choose a random number between 1 and K, call it K,. This step
chooses one of
the K nearest neighbors of i.
for j « 1 to attrnum
Compute: dif = z[temparray[K ]1[j] — z[i][]]
Compute: gap = random number between 0 and 1
newSynthetic[index][j] = z[i][j] + gap * dif
endfor
index++
N=N-1
Endwhile
Step 4

Return newSynthetic

3.4.6 Random Forest (RF) Classifier

A random forest consists of a large number of individual decision trees that
operate as an ensemble, and each tree in the RF generates a class prediction. RF
consists of a set of tree-structured classifiers. The number of trees needed in the
RF depends on the number of rows in the dataset. The rows in our dataset are
322 and after applying the SMOTE, the dataset became 552. The number of

trees considered in our model is 10. Each tree performs a unit vote for the most
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common class, and the class with the most votes becomes our model’s

prediction. The steps involved in the RF classifier are as follows:

Step1l n number of random records are taken from the dataset having k
number of records.

Step 2 Individual decision trees are constructed for each sample.

Step 3 Each decision tree will generate an output.

Step 4 Final output is considered based on majority voting or averaging for
classification and regression respectively.

Since the classifier is conditioned by a given dataset, high classification
accuracy can only be achieved for the training set, not yet for other independent
datasets. We’d like to incorporate cross-validation into our system to eliminate
the overfitting. Cross-validation will not improve overall classification
precision, but it will make the classifier more accurate and allow it to be

expanded to additional separate datasets.

To train the classification models, the newly generated dataset from the
SMOTE is used for this purpose. The 5-fold cross-validation method trains the
random forest classifier for each fold using 80% of data for training and 20% for
testing. Each partition used for training and testing in each iteration is always
different from the others. The random forest classifier identifies the segmented
region as benign or malignant. The pseudocode of the random forest classifier is

as follows:

Algorithm 3.5 Random Forest Classifier

Input: Dataset D
Output: Confusion Matrix, Validation

Step1 (Divide the dataset into training and testing)
Training < Split (D, size = 0.8)
Testing « Split (D, size =0.2)
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Step 2 (Algorithm training)
Teacher = new RandomForestLearning()

{
NumberOfTrees = 10, // use 10 trees in the forest
+H

Step 3  (Breast cancer prediction for the testing dataset)
Forest = Teacher.Learn(Training, Training_Output)

Prediction = Forest.Decide(Testing)

Step 4 (Extract classification results)
Calculate Scores(Prediction, Testing_output)

Compute Confusion Matrix(Prediction, Testing_output)

Step5 (Evaluation of results)
Validate Model
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4.1 Introduction

The experiments that have been designed to evaluate the suggested algorithms
are illustrated in this chapter, and the initial results are then presented. The
techniques and methods covered in the previous chapter have been tested on two
datasets with various abnormalities, and the results have been evaluated and
compared using several metrics. The first proposed model is a multi-points
(seeds) region growing method for ROI segmentation are developed to classify
the benign and malignant of mammogram images for breast cancer. The second

model is pectoral muscle removal and solving the problem of data imbalance.

All practical results of the application of the two proposed models are
presented and discussed in this chapter. Different experiments were carried out
under different parameters and image processing characteristics. The results are
discussed and evaluated in this chapter. All the experiments are performed on a
computer with these attributes: Dell G5 15, Windows 11 Home 64-bit, Intel(R)
Core i7-8750H CPU @ 2.21GHz, 2.40GHz, 8GB RAM. The proposed models
were implemented in Visual Studio.Net framework 2019 uses the C# language,
and the detailed figures of the proposed models are located in the appendices A
and B.

4.2 Evaluation Results of the Proposed Models

Micro-calcification and mass are two common early signs of malignancy that
help to identify a breast cancer. However, because of a variety of factors,
including low contrast and the presence of pectoral muscle in the breast region,

these automated methods detected a large proportion of false positives.

This dissertation presents two models of mammogram segmentation and
breast cancer detection. The first model is based on the proposed multi-points
(seeds) region growing method and SVM classifier. The second model involves

a pectoral muscle removal approach with RF classifier and SMOTE technique.
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4.3 Proposed Model 1: Evaluation Results of the Segmentation using K-

means Clustering and Optimized Region-growing Technique

The proposed system initially, using a bilinear interpolation approach, reduces
all instance images to 256x256 pixels. Then the Gaussian filtering is utilized to
preprocess the mammogram images, followed by the denoising step that consists
of isolating the image background from its components using k-means
clustering, eliminating noise objects, and breast area recovery. Then the
optimized region growing used to segment ROI includes the MCs. The work
deals with the extraction of features from segmented areas to detect and classify

mammogram images as benign and malignant with the SVM classifier.
4.3.1 Dataset

The proposed system processes the images of the left and right breast in
craniocaudal (CC) views obtained from the digital database for screening
mammography (DDSM) dataset. In this work, 440 images were used, including
329 benign cases and 111 malignant cases in the CC view. The images were
randomly selected from the CBIS-DDSM dataset and were divided in advance
into training and testing. For training, 355 images were used, and 85 images
were utilized to assess the proposed method. Table 4.1 shows the selection and
distribution of samples from the CBIS-DDSM dataset.

Table 4. 1 The selection and distribution of samples from the CBIS-DDSM dataset

No. of selected images Training Testing

355 85

440 Images selected randomly Benign | Malignant Benign Malignant

264 91 65 20
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4.3.2 Preprocessing Results

The proposed method preprocesses digital mammograms using a Gaussian
filter, which removes noise and softens the images. Figure 4.1.a is the original
image, and Figure 4.1.b shows the result of applying a Gaussian filter to the

image.

Medical images may include symbols, phrases, or characters that indicate the
image's type or part of its medical-physical characteristics. This is commonly
referred to as "image noise," and it can have an effect on classification accuracy.
Denoising was used to solve these problems. Figure 4.1 (c, d, and e) shows the
three stages of the denoising process (k-means clustering, noise object

elimination, and recovering the important area).
4.3.3 Segmentation Results

The proposed segmentation algorithm presents an efficient pixel-based
approach for growing regions that produces optimal seeds and thresholds. Multi-
points (seeds) have been used to detect calcifications if they are in more than
one area of the breast, which cannot be determined using the traditional region-
growing algorithm due to the nature of the calcifications, which may be
sporadic. Figure 4.1(f and g) shows the micro-calcifications (MCs) segmented

image.
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In the segmentation step, we proposed an optimized region-growing
algorithm, and the sorted mammogram value was divided into 10 sections to
prove that these sections have obtained better results compared with the two
other examined sections (8 sections and 12 sections). As shown in the Table 4.2,
and Figure 4.2, the result for the 10 sections exceeds the other two examined

sections.

Table 4. 2 Comparison of experimental results for the proposed method

Optimized Region | 10 sections 12 Sections 8 Sections
Growing
Accuracy 98.82% 92.90% 95.30%
Sensitivity 98.2% 88.80% 90.00%
Specificity 100.00% 94.00% 96.90%
102.00%
100.0%
100.00% 98:8% o5 50
98.00% -
9600% 95 300 |
94.00% +— -
92.00% +— -
90.0%
90.00% +— -
88.00% +— - -
86.00% +— - -
84.00% +— - -
82.00%
8 sections 10 section 12 sections
Accuracy  Sensitivity = Specificity

Figure 4. 2 Comparison of experimental results for the proposed method
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4.3.4 Classification Results

To evaluate the proposed models, evaluation metrics such as accuracy,
sensitivity, and specificity are required. For the calculation of these metrics in
the classification process, the confusion matrix distinguishes the terms TP, TN,
FP, and FN from the predicted and ground truth result. The confusion matrix
indicates how accurate our models are at estimating and how often they predict
erroneously. As shown in Table 4.3 false positives and false negatives were
attributed to values that were incorrectly predicted, whereas true positives and

true negatives were assigned to values that were correctly predicted.

Table 4. 3 Confusion matrix for the proposed method

Actual class
o
(¢D)
5
] Positive TP =55 FP=0
a
Negative FN=1 TN =29

To measure the efficiency of the proposed method outlined in the model,
accuracy, sensitivity, and specificity are calculated utilizing Egs. (2.9, 2.12, and
2.13) as described in Chapter 2. The proposed method was validated using SVM
for the desired results. Furthermore, the proposed method achieved significant
accuracy in classifying the CBIS-DDSM dataset. It achieved good results with
the proposed multi-points (seeds) region growing method and SVM, showing
98.2% sensitivity, 100% specificity, and 98.82% accuracy in identifying both

benign and malignant samples.

A ROC curve is created by combining the sensitivities and specificities for
various values of a continuous test measure. This gives a list of different test
values, as well as the sensitivity and specificity of the test at those levels. For

each of the tabulated data, the ROC curve is generated by plotting sensitivity on
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the y-axis versus 1- specificity on the x-axis. As a result, a diagnostic test with
adequate accuracy should have a ROC curve in the top left triangle. The ROC

curve area of the proposed method was validated, as shown in Figure 4.3.

class
100

80

»
o
I 1 1 1 [ 1 I 1 l 1 I 1 l 1 1 1 [ 1 I 1 |

NN
o

Sensitivity

N
o

o ‘1 PO S (TN N S SN TN T O TR SO TR SN SO S
20 40 60 80 100
Specificity

o

Figure 4. 3 ROC curve of the classification results
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Table 4. 4 Comparison of the existing techniques with the proposed system

Reference

Segmentation

Features

Classifier Dataset Sensitivity | Specificity | Accuracy
Region
erowing cont?)brc-:rl\e/lléted Random Forest,
Rouhi et optimized ’ NB, SVM, and MIAS and
al, [13] using GA and KNN DDSM 96.87% 95.94% 96.47%
Adaptive Morphological
Threshold features
method
| | sh d Multilayer
Patel et al. Region ape an Perceptron 0 0 0
[9] Growing texture DDSM 96.5% 89% 95.6%
Neural Network
Shen et al. ) Plxel-lgvel CNN DDSM 86.1% 80.1% )
[17] annotations
. Gray-level -
Xie et. al. level set Mini- 0
[14] model features and ELM and SVM MIAS+DDSM - - 96.02%
textural features
Dragonfly GCIB_IC_:IQALi;IId FFNN
Punitha et Region using 0 0 0
Optimization
Cross-
correlation
coefficient,
Multi-points Pearson
Proposed (seeds) Correlation, the
S P Optimized average area of SVM DDSM 98.2 % 100 % 98.82 %
ystem .
Region segmented spots
Growing and texture

features based
on Haralick
definitions

The experimental results of the proposed algorithm are compared with the

results of prior research and similar models to classify the breast masses. Our

proposed CAD system and the proposed segmentation method outperformed the
previous models applied, as shown in Table 4.4.

Compared with other techniques, this work exceeded the performance of the

work by Rouhi et al. [13], which only achieved an accuracy of 96.47% using
optimized region growing and the GA adaptive threshold method on the MIAS
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and DDSM datasets. On the other hand, this work also outperformed the work of
Patel et al. [9], which reported an accuracy of 95.6%. Moreover, recent works on
the DDSM dataset were all surpassed, where the highest accuracy of 98% was

reported by Punitha et al. [16] using dragonfly region growing optimization.

In Figure 4.4 (a, b, and c), the obtained results have shown that the proposed

method outperforms other reported literature approaches.

SENSITIVITY

100.0% 98.1% 98.2%
98.0% 96.5% — —

96.0%
94.0%
92.0%
90.0%
88.0%
86.0% +—
84.0% +—
82.0% +—
80.0% —

86.1%

Shenetal. [17] mPatel etal. [9] Punitha et al. [16] Proposed System

Figure 4. 4.a Sensitivity comparison of the existing techniques with the proposed system
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SPECIFICITY

120.0%

100.0% °

80.1%

80.0%

60.0%

40.0%

20.0%

0.0%
mShenetal. [17] Punitha et al. [16] = Proposed System

Figure 4.4.b Specificity comparison of the existing techniques with the proposed system

ACCURACY

100.00%

0
99.00% 98.82%

98%
98.00%

97.00% 96.47%

96.02%

96.00% 95.60%

95.00%

94.00%

93.00%

mRouhi etal. [13] Patel et al. [9] = Xie et. al. [14]
Punitha et al. [16] Proposed System

Figure 4.4.c Accuracy comparison of the existing techniques with the proposed system
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4.4 Proposed Model 2: Evaluation Results of the Pectoral Muscle

Removal and Solving the Data Imbalance Problem

This model presents a diagnosis method to detect an abnormality in
mammograms automatically. Before abnormality identification, image-
processing techniques used to correctly segment the suspicious region-of-
interest ROI. The background of the mammograms has darkened to distinguish
the breast area from any blemishes or writing that will be removed. Then the
breast area is extracted after ignoring the empty regions around the breast in
mammogram images. After that, the mammogram image is inverted, and the
inverted image is then subtracted from the segmented breast region. For pectoral
muscle removal, a region-growing method with the k-means clustering is used.
Afterward, the segmented suspicious ROI is extracted utilizing the k-means with
thresholding technique. Shape-based features, moment invariants, and fractal
dimensions are extracted from the segmented ROI. Due to the imbalance of the
Mini-MIAS dataset, the SMOTE algorithm is used to accomplish far better
classifier efficiency, which presents new samples from the minority classes to
get a balanced dataset. A random forest classifier is utilized to classify the

segmented region as benign or malignant.
4.4.1 Dataset

The suggested algorithm is evaluated using 322 mammogram images and
processes the images of the left and right breast in MLO views from the
mammographic image analysis society (Mini-MIAS) dataset, which is publicly
available. All of the images are 1024x1024 pixels in size. Table 4.5 illustrates

the distribution of samples in the Mini-MIAS dataset.
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Table 4. 5 Mini-MIAS dataset description

Mini-MIAS Character of Fatty Fatty- Dense-
dataset number ) glandular glandular
background tissue
106 104 112
322 : . Benign Malignant
Severity of abnormality 280 1

4.4.2 Pre-processing Results

Initially, using a bilinear interpolation approach, all instance images are
reduced to 256x256 pixels. After that, tape artifacts and labels are removed. The
intermediate findings of breast area segmentation are seen in Figure 4.5. The
initial mammogram, darkening background mammogram after performing
special threshold operation, and mammogram after performing morphological
erosion operation (enhanced image) are shown in Figure 4.5 (a, b, and c)

respectively.

(b)

Figure 4. 5 Breast region identification results: a) Original mammogram, b) Darkening the
background, ¢) Erosion operation
4.4.3 ROIs Segmentation Results

In fact, the primary aim of extracting the ROIs is to investigate their content
and composition further. The other goal of this work is to separate breast tissue

from the surrounding organs. Because breast cancer most typically arises in cells
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from the lining of milk ducts, based on the entire mammograms in the dataset,
the breast tissue is considered ROI. Therefore, it is possible to limit the search
area and make object analysis easier to detect suspicious objects or masses,
which is the final goal of this work. Figure 4.6 shows the breast region
segmentation process. The original revised image, the first step of the breast
region segmentation, and the second step of the breast region segmentation, are

shown in Figure 4.6 (a, b, and c) respectively.

(a) (b) ()
Figure 4. 6 Breast region segmentation process: a) Original revised image, b) (step 1) breast
segmentation, c) (step 2) breast segmentation

4.4.4 Segmentation Results

Inverted and subtracted images are shown in Figure 4.7. In the subtracted
images, the suspicious mass area is clearly improved. Figure 4.8 illustrates the
elimination of the pectoral muscle and the segmentation of suspicious mass
regions. Figure 4.9 shows the sample segmented images after applying all of the

proposed model's operations.
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(@) (b)

Figure 4. 7 Invert and subtract process: (a) Inverted image (b) Subtracted image

(@) (b)

Figure 4. 8 Segmentation process: (a) Pectoral muscle removal process (b) Segmented image
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4.4.5 K-Fold Cross-Validation

In this section, 5-fold cross-validation is applied, and all data is used for
training and validation. The method involves partitioning the entire dataset into
5-folds, repeating 5 times for training using 4 folds and a left fold for validation,
and then averaging the error rates of the 5 experiments, as illustrated in Figure
4.10.

5-folds are mainly partitioned at random, but some folds may have a slightly
different distribution than others. Stratified 5-fold cross-validation was also

employed, with each fold having an equal class distribution.

Total No. of Dataset >

<€
Expeniment 1 -

Expenment 3

Expenment 4

Expeniment 5 -

Training Testing

Figure 4. 10 A 5-fold cross-validation

4.4.6 Classification Results

Three types of features are derived from the segmented suspicious mass
region: seven invariant moments, a fractal dimension using pixel range
calculation, and the three shape-based features (eccentricity, solidity, and

extent). The feature extraction process ends after the completion of the
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extraction of the above features for all the mammograms in the Mini-MIAS

dataset.

As we mentioned earlier, the number of mammograms coming from the
malignant class is much lower than those from the benign class. To fix this
weakness, the SMOTE algorithm was used to produce a balanced dataset. Table
4.6 shows the selection and distribution of samples before and after applying the
SMOTE algorithm.

Table 4. 6 Mini-MIAS dataset samples distribution before and after applying the SMOTE

o No. of No. of No. of No. of | 5-fold cross validation
No. of Mini- | majority | minority | mMinority | .- o4
MIAS samples
samples samples dataset
samples after

(Benign) | (Malignant) | sMmOTE samples | Training | Testing

322 280 42 272 552 442 110

A random forest classifier was trained with 5-fold cross-validation for the
balanced dataset. After training the classifier, the testing set was used to test the
performance of the classifier and its ability to accurately classify the
mammogram images as either benign or malignant. To evaluate our classifier, a
confusion matrix was employed as presented in Table 4.7. Confusion matrices
are typically used with class output models. According to the confusion matrix,
the correct or positive values are more than the incorrect or negative values

making the model more accurate.

Table 4. 7 Confusion matrix for the balanced dataset of the proposed method

Actual
e
3
% Positive TP =276 FP=4
o
D- -
Negative FN =12 TN =260
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In addition, sensitivity, specificity, accuracy, and the ROC curve are all used
to assess the classification's efficiency as shown in Figure 4.11. The percentage
of actual positives that are correctly identified as malignant is measured by
sensitivity, the proportion of actual negatives correctly identified as benign is

measured by specificity.

class
100_—r___;_______———-——-"’f
80 - |
> i
> 60
= i
& 40
n B
20 |-
0;“'..‘1.1...1...1”.1...!
0 20 40 60 80 100

Specificity

Figure 4. 11 ROC curve of the classification result

To present the effect of using SMOTE technique on an imbalance dataset, the
dataset was examined without using SMOTE technique to evaluate the accuracy,
sensitivity, and specificity. As seen in Table 4.8 and Figure 4.12, the results
show that the evaluation metrics with a balanced dataset outperformed compared

with an imbalanced dataset.

Table 4. 8 Comparison of evaluation metrics with and without SMOTE

Model 2 Without SMOTE | With SMOTE
Accuracy 94.1% 97.1%
Sensitivity 73.3% 95.8%
Specificity 97.5% 98.4%
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120.00%
100.00% 94.10% 27-10% 95.80% 97.50% 98.40%

80.00% 73.30%
60.00%

40.00%

20.00%

0.00%
Accuracy Sensitivity Specificity

Without SMOTE = With SMOTE

Figure 4. 12 Comparison of evaluation metrics with and without SMOTE

Table 4.9 shows the performance dimension of the proposed algorithm. The
results are promising, with a 97.1% accuracy. It performed well in detecting
both benign and malignant, with sensitivity and specificity values of 95.8% and
98.4%, respectively. Table 4.10 compares the proposed algorithm's efficiency

with the various other existing approaches in this domain.

Table 4. 9 The performance measures of the proposed algorithm for the Mini-MIAS dataset

Features Sensitivity | Specificity | Accuracy

Moment invariant, fractal dimension, and Region-
95.8% 98.4% 97.1%

based features
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Table 4. 10 Comparison of the proposed method with the existing techniques

Methods Dataset Features Classifier Accuracy
Discrete Wavelet .
Jaleel et al. o 93.7% with GLCM
Mini-MIAS Transform (DWT) and ANN )
[10] and 94.6% with DWT
GLCM
Kashyap et al. o Moment invariant, Fractal
Mini-MIAS ) . SVM 96.92%
[11] dimension
_ Mini- Gray level features and
Xie etal. [14] ELM and SVM 96.02%
MIAS+DDSM textural features
o SVM, KNN, [96.9%, 93.8%, 89.7%
Kaur etal.[18]| Mini-MIAS SURF
LDA and DT and 88.7%,
Kamil et al. o Gray Level Co-occurrence
Mini-MIAS ) KNN 86.1%
[22] Matrix
Moment invariant, Fractal
Proposed
Mini-MIAS Dimension and Region RF 97.1%
model
based

Compared with other techniques, we exceeded the performance of the work
by Jaleel et al. [10] that only achieved an accuracy of 93.7% with GLCM and
94.6% with DWT on the Mini-MIAS dataset. We also outperformed the work of
Xie et al. [14] that reported an accuracy of 96.02%. Recent works on the Mini-
MIAS dataset were all surpassed where the highest accuracy of 96.92% was
reported by Kashyap et al. [11] using moment invariant, fractal dimension with
SVM classifier.

Figure 4.13 demonstrates that the proposed method which includes (noise
reductions, breast region differentiation, filtering, pectoral muscle removal,

segmentation, feature extraction, balancing data) obtained an accuracy of 97.1%,
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the sensitivity achieved is 95.8%, and the specificity achieved is 98.4%, over

other popular methods in recent literature.

ACCURACY

98.00% 9.92% o 9690% 97.10%
96.00% 94.60%

94.00%

92.00%

90.00%

88.00%

86.00%

84.00%

82.00%

80.00%

86.10%

m Jaleel et al. [10] Kashyap et al. [11] Xie et al. [14]
Kaur et al.[18] Kamil et al. [22] Proposed model

Figure 4. 13 Comparison of the existing techniques with the proposed model

114



Chapter Five

Conclusions and Future Works



Chapter Five Conclusions and Future Works

5.1 Conclusions

Computer-aided detection/diagnosis (CAD) system is applied to digital
mammography to help radiologists make a fast and accurate diagnosis of breast
cancer. The primary purpose of this dissertation was to increase the performance
of the CAD system and to accurately identify and detect the abnormality of the
breast tissue and determine it as a region of interest. The dissertation proposed
two models for detection and classification of breast cancer into benign and
malignant using a combination of image processing and machine learning

approaches. The findings of the models have led to the following conclusions:

e In the first proposed model, the optimized region growing method was
presented, where multi-points (seeds) have been used to detect and segment
micro-calcifications (MCs) of mammographic images accurately. The
preprocessing phase used a Gaussian filter to remove noise and soften the
images in order to obtain a clearer image. Then, in pre-segmentation, the
breast area has been isolated from the image using k-means clustering. For the
segmentation, an optimized region growing (ORG) approach has been used,
where multi-seed points and thresholds are generated optimally depending on
the color values of the image pixels. Then, twenty-six texture features based
on Haralick’s texture analysis and the average areca of segmented spots were
extracted. Furthermore, two statistical textural analysis features, including the
cross-correlation coefficient and Pearson correlation information, were
extracted from the comparison of the de-noising image with the segmented
image intensities. 440 images from the DDSM dataset of breast micro-
calcification in craniocaudal (CC) views were used. This collection comprises
329 benign cases and 111 malignancies in both the left and right breasts. To
evaluate the efficiency of the system, a support vector machine (SVM)
classifier was utilized to distinguish between benign and malignant tissue.

The proposed system's sensitivity reached up to 98.2%, the specificity
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obtained was 100%, and the accuracy was 98.82%. The results also show that
computer-aided detection/diagnosis is a promising area for reducing mortality
through early detection of breast cancer. We can conclude from the first
proposed model that finding the various MCs in a mammographic image has
an important role in the performance of breast cancer detection systems, and
multi-seed segmentation is a possible solution for the purpose of calcification
detection.

e The second proposed model focuses on pectoral muscle removal and solving
the data imbalance problem. The ROI (breast area) was determined from the
image. After that, the obtained breast area was inverted, and the inverted
image was then subtracted from the segmented breast area. In the
segmentation process, a region-growing method and k-means clustering were
performed to isolate the pectoral muscle and ensure that it does not appear,
which affects the efficiency of extracting characteristics. Then, a k-means
clustering and thresholding technique were utilized to segment the suspicious
ROI. A set of eleven texture features were extracted from the ROI, including
three shape-based features (i.e., eccentricity, solidity, and extent), seven Hu
moment invariants, and fractal dimensions. Afterward, the proposed system
solves the imbalance problem in the Mini-MIAS dataset using the SMOTE
technique to provide new samples from the minority classes and achieve
better classification efficiency. In this model, 322 images were used, of
which 280 are benign and the remaining 42 are malignant in MLO views of
both the left and right breasts. After applying the SMOTE, the newly
generated dataset grew to 552 and was used to train the classification
efficiency. The 5-fold cross-validation method trains the RF classifier for
each fold using 80% of the data for training and 20% for testing. The
experimental results achieved an accuracy of 97.1%, a sensitivity of 95.8%,
and a specificity of 98.4%. The proposed method outperformed other widely

used studies in recent literature for detecting benign and malignant samples.
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From this model, we found that reducing the false positive rates is possible
by removing the pectoral muscle, and the proposed region-growing technique
Is an effective way in this regard. In addition, handling the imbalance data
problem results in a higher detection rate, especially for the class with the
lower number of samples, and the proposed SMOTE algorithm is an

appropriate technique for that.
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5.2 Future Works

In the future, several suggestions can be taken into account to improve the

proposed algorithms. Below are the details of the suggestions:

e In the future, the comparison of the segmentation methods can be
implemented based on mass and micro-calcification in mammogram images,
as each of these lesions has different methods.

e To improve the classifier performance for detecting and diagnosing masses
and micro-calcifications, different screening modalities with machine learning
algorithms can be utilized.

e In the future different mammography images view such as MLO and CC can
be utilized.

e Implementing methods based on deep learning may enhance classifier
performance for the detection of small obscured masses.

e Deep learning methods combined with contrast-enhanced digital
mammography can also increase the efficacy of current diagnostic
techniques.

Overall, it is crucial to continue working on the suggested system to enhance
and aid in the research of breast cancer, developing algorithms that may support
experts and reduce their examination time and subjectivity. Thus, the approach
displayed promising results, and it is suitable to continue working on it for

further improvement in the classification and identification of lesions.
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Appendices

Appendices

Appendix A

In this appendix, the first model (Segmentation using k-means clustering and

optimized region-growing technique) illustrated through the following figures:

Figure A. 1 The main form of the first model

Figure A. 2 Open a mammogram image
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Figure A. 3 Pre-processing step

Figure A. 4 Create a mask for erosion step
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Figure A. 5 Erosion step

Figure A. 6 Pre-segmentation step (breast area retrieval)
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Figure A. 7 Micro-calcification segmentation step
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Figure A. 8 Feature extraction step for one sample
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Figure A. 9 Dataset loading step
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Figure A. 10 Feature extraction step for the loaded dataset
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Figure A. 11 Saving the extracted features step
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Figure A. 12 Classification step
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Appendix B

In this appendix, the second model (Pectoral Muscle Removal and Solving

Data Imbalance Problem) illustrated through the following figures:

— =e=)

[OFT
Load Data | Load features
Feabstrs Extraction
Agponiment
Emobe Save
.sm.m'mmlwmlwlmm ps— i ]
Figure B. 1 The main form of the second model
=er=)
) AL
Load Data | Load features
Feabatrs Extracion
Apponiment
Smote Save
mdb28
[ pentnage | | sorwie || Eose | esca | wracieg | et || swwst || ageTunaw | e e

Figure B. 2 Open a mammogram image step for one sample
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Open [mage m Erosion LR Paddng LD Packing Irvert Subvact Angie Truncate Threshold Enformation Segmentation
Figure B. 3 Pre-processing (special thresholding) step
Load Daka Load featres

mck028
Dpen Image 5 Brarize LR Faddng LD Padding Irvvert Subact Angle Truncate Theeshold Information Segmentaton

Figure B. 4 Noise-removing step

140



Appendices

028
Open Image

Lead Daty

5 Brurize Erosion LD Padding Trvoark Sublract Angle Truncale Theeshold Information Segmentation

Load features

Figure B. 5 Left-Right image cropping step
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Load featres

Figure B. 6 Up-Down image cropping step
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) AL
Load Data Load features
mek028
Open Image 5 Brurie Eroseon R FPaddng | LD Paddng Subsact Angie Truncate Theeshad information Segmentation
Figure B. 7 Inverting step
o = [@|[8
® A
Load Data Load features
mb028
Cpen Image 5 Brarize Erosien LR Faddng | | LD Paddng Trwert Angie Truncate Trreshold Infermation Segmentation

Figure B. 8 Subtracting step
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Load Dota Load featres
k028
Qpen [mage 5 Bnarie Erosion LR Paddng LD Paskiing Invert Subtract Threshold information Segmentation
Figure B. 9 Pectoral muscle removal step
Load Data Load features
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Figure B. 10 Pre-segmentation (ROI) step
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Figure B. 11 Segmentation step
= Formi - o s
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Figure B. 12 Dataset loading step
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Figure B. 13 Features extraction step for the loaded dataset
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Figure B. 14 Minority splitting step
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Figure B. 15 Applying SMOTE on minority samples step
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Figure B. 16 Classification step

146



OliwsysS adyan JdagS>

]y go9an3iel o 3l Saties Lioylies
e 63551y

sy 43S

Saddy s S8y g & asSsbs S asusd Ja S sl
3%l Fogsie SlaayBa ¢ Sede
wlhgss ¢33
4 il 2B idngamias 4 ool SiaSia,
Cewosdy S acugglay o cliaa Jog Jladlu 85515
o ddauddd ¢lyasSs caalilgy Jloa
( J4994x085 cwssly)

g (S § 52
oedd
Wlase Cpu g s
by o3¢ J¥salga 635515 (2011) 0590085 il) o) yaiwlo
s Y4y e 4

swddg g3y Lo FUL W_ . V- S P

303083l 638885y 38wsdd 3

2722 yay50, 2022 435355



7 sas

S4yd) wc\fo:e\..m{)u;);c: NSOU505 Sassda jad SO 14l &S and pa ddae S afy b

Wasd 35 6 8 p gl DU S 4 05l el 45 CaSW oy yd gyl 15 GUSW O agaday nb 4l
3000 o Sy (malignant) gada s Oens S sy 3 Loy (DENIGN) ik il (0 dr 0L
B U SN gl SIS 5 4B 2 Olid SaieE 5 O gaS w03 gLl JSW 5 4l gafly b b
7 SSasu 3 ogatied gt gl pra g duday pd odd ST )k Sy ol p drear g SSax U

Shods (aguy si AJde)j)bd:fgsﬁuo:n\sdﬁuﬂ@\f%}?UJ..SGU(MG\.’-

9 P SR Gl Olgr (S gt phudd OUF 930 SS4S0ydw 0)5 j2 4 aSSSay Shots (safy i

S3p Fag S b p I i3S Shophay (93 Siliaes 5 ognis A e
15 S agle i aSUBa) aSad a3 SOliuinwdd 5 094n)3 idz A Usdgg SISO, (S Lk
GG O uld OSLE A P Bl S yaws b o5\ 5dan 5 O3 o35y (80 3433 SadS 3 8 y0ddAs )y
SU) Syhwo )l g 0949 5S b (S03) S 03¢ S Oliutisdd 15 JSanlio bl 4l Shots (safy s

Sugd G et d  (UILrasoundy ywjw a1 sl aar jir sy (S5 Ay S b 5 SeSH I3kuiial
stziad 5 (Mammography) '3 jebs o5 (MRI) il 30 50 g2 ) 4 5 5 45 ((DBT) hows
3OSUESE (g glr g g oy A hS e ek safay pd S05a0)30 5 03, Slhonaed fr oSy
8335 S Sy 54 4 B el A WS 4l ys aBU B &) hods (Safay b 93 S Oliinansd
o Sy SEEE Doy pasts oS Shots 03036 har JSWESH ) sady Jligraodn f a3
3 osi J caaen,u o Sady Sl Pase & ogl St M Sl o itis K sl
PP s Sagd ae Gosael b Ol g Saanlyd oy gy Ll e 95 Sliciaes
558 0y Cygw IS Soyls S Ol gwod S sd 4 Ol el 338 phw g 094y el oiax yaa
.ﬁuggojgguwoﬁﬂj.gtfag
Syt Sus Saik jgn S Jhe sl 03 Slizwsd 3 034333 ot (CAD) & o300 JS
S g I Sl PASH Wilataes 2t ¢ O asl £ 3abs (saiy &) 03 Siliinnsd 31 1,0, 5 S 1GLE

o SLES as SLia )Sa (6394w o9 M asl S el A gy JlU y 4d G033 Jr s S u



& 04y 98303 S oKy ) S a3 5 Olieizass §y (g0d S5 S5y 058Kig 1y oy
Sogpili 03 3 SSu jopSiiipa o chyR (CAD)ghldss )5 oy  Solipy (Sao s
W oa¥a gl jesS Bleteew 83 al et ALl Gl W 09K Sap G o O
055 pa . JSUAS Syl Sog S fr Sy Sl gos OSAdy o s B 1305l SledS Gy g 325k

:OJ\JL‘:J}:GJGJ\}?'L;Y 6%0#{:4.345})943\505 Ob;)\sg_s}\};.&)):

Sy d) 00355 4u3 Sl amdS ypean oganiis Jr og) S Sk 5 Sy 13 a5 o
Py gl W el g9 o 0y sy ‘D‘\i&:\? pd g S by 3 Sl Sawip ¢ 13 @’\f}»h
SRS 4 a0 g9 sl W aSayy ad Slade sur gl o gwid Skr 31 05, w (K-means) syl S5
S5 b 348 (ROI) 555 semst Jinyps 3 (ORG) 03 Sansd az g s 8 5t K3,
s £ a5 i Ses awjy (ROI) 55 wansb 5155 (MCS) aons 10355 423l audS
ST 5la) liafagl 55 Sy Lo Iiogw JS A (Ol yes (Haralick)y wagssy swadags (26)
iy A S Cmsosny (OST0g Sazyly oygyy SEA ) S ¢ Ofusm Sophy ¢ Syl Sio
S Aaomes 9138 G0&anIir 1,585 (DDSM) Jits 32, Sw b1 Ssole cU13 0S8 51 Sar sl
Sl Ob) (g s sls o3 Str 3 (SVM) 68ty )0y ol xSl py o o5 8 j05 3550 @
gl o3y 05 1982 sy i 5 SauSay et Silietr iy G)jr SO
S Oazody o3 pwilelda aai yan /.98.82 wiglS zwyyd 5 83y33 o3y Loy g 7. 100 35 9aSawss
‘_;AQV)U 03 0 S0y (80 333 SadS 41 00y (SU) gt g0 gmpe 35 e sty O3 S0lriiesdd 5 0 943D (et

(hodn (Saday i S0y i &5 Sliniiwed

W liig g el 935003 J (SIUFH 0 sy 03 Silbiaod 5 054055 5o&Sy & ap pogs3 63
Sar gl 95 Sazyl 31 W ady g3 S awyy JEAKSW ( glull (60 gl iy 15 OSasl £ jsle
(region growing) ewx st s ssbiaw 4 oy 05 ¢ coyys Sao ity (ROI) 5 gy 5500 £
a1 Sem gy (ROI) sljemy 50l £ am gl osw 133 (Kow Gy puls 0903 Sl 3o 1 58,5
0y K0 phimy 0 55) a3 o5 (thresholding) s &3 I (K-means) gt Sa
2322333 3 (ROI) g ey sl Samyly sazsb o O\ inges (O84S auygps IS o5 O aLa
S Sl agy oA Sl Al a0 wl Sl A iy gLl jan g Siligiee
paS” Sapiy JaSad (DENign) sk sk L) (o i swigsd 0y 5SSy 334 (Mini-MIAS)

S W o gy gl S ey SS W d.\i\f;‘mﬁu} |2 )4 (Malignant) gafe i ) caigs o



O apedS anr A (65 S35 95 Sels 3 ay84 (SMOTE) 088 51 Siams g )3 oS’ o3 S5 46 0345
Syls Sty iy Sy @ ril oS Selde p Sawgls Sabisadda S ligessy ¥
3 O (g i RIS G e el (B0 SR e B 1 S (RF) (Sasjan
WL Bl g0y Silrwdd 03y ¢ Bwigyd 3 $3y3y -(Malignant) gsfs 25 oy (benign)
WL )05 ght 4S datw (A8 g oy WS hy g3 798.4 65 795.8 ¢ 7971 W 5p g 0S4y 3G
05 85 )LlEL S jletly S b 5 Jioje SRS 4 1) Swegd 4 31 El g5 Sl o8 e
GO 9333 3 03 Siligues & SSW i 3 i Sy 4 iSin K Sadae)y 5 6,550

ROVIVRT LIV



Ol )8 elBl o oS
ol Codt 5 Sl eadl 3139
dlaghend! daslor

palall &S

alduiwly (ol Oy Caniead 2SI LA ok
JY ol
i g o

&QMJ;PS@W\w\z@vw\wwlsg\aﬁ@
(Sl pghe) (3 2inls oSl 35lg
8ygea! ddlns

J& o
bl 38 Vsl sl ((2011) Sloslali Lo & s

o) sl
Cat) S L3 B4 éﬁ L;LG -
sl 3l st

2022 st 1444 Jiye



ua.b’m&\

@ Al LI (lans (S5 L e s pb IS WO L i ) SLLaoYl e deget e Bl OLb,)
Bl 9 WO OV Bl o ol a1 it o s pls W) 065 OF Syl il 25 2T 20N
Gblin ] a5 a3l il LWl el o 3T sble ] s of 3l a1 g6 Yy ey 505 o0
Lt Ol 2 3Bl s ) bl T e o) e (55

DY Tl amin (S Y 0L s et Ja) 2T e (3 sl G sl B ) L) e sl Ol sy
w2l ay Sl s e deley 350 Ala (3 gl Ol BLEST OB ¢ G5 ey Ogme pb
3e Bl (3 LS E 3] (el Ol e sleid) Vs B35 Sy bl 2dle Lt

il 3l S (ultrasound) aisall G ol SUS @ ko sl el ol W aaseld
Sy e S (( mammography) gl slesdl psadly (MRI) ebliddl )b e (DBT)
38 A & ) Ol e iS22l sl ol ST e el eletdl o) day amitiy (s
Spdry Regr amd AR LS 0L ¢ a8 el Al Bl A5 e e Janl] Bl Gaise ol plisanl
B ahe¥) e Gpndl Ky Cpnall o aiSW amdll 3 pdsiand dails s gl oladd) el fagaadl
o Wy Bl Jolsally « Wy Bt o) 2n8 Yl ) o o S 20a) ) A 0B ¢ IS oy Blg
3 szl we olwd (CAD) ansl sislas asadl/ el gt o alls ) oYy ld) Jae
(mammogram),s.all Je SE gull il sl asis

oo b ods plaszal by ¢ B! 23U ) gl (3 Slagsdl BLasSY eneSd) 25 sV ods pasinns
2x OV (CAD) ol Gl 8 jpall Sl ol UV 50 OF dms Loy Tgs ool 2021 BT 43
Lie Sy ¢ Toged 7 2alai¥) oda dandall (o) Bl o Ll eyl G g oo 8T bddd Cnas Y
bginnal - SE Oty Cntib Al )l ods s Lig)lekall V- (3 Laliszal S ¢ sl Oappdn Osdle sz Y
W ) e

B4 ahee 0S5 Ll plat)l ppadl jee (3 3N SLIS OlaxsY s b A E LY Akl
¢ sygall o ) ddlans Jp) (K-mieans) PBlog aesas slasaal ¢ ¢ JoV) (sl 3 tomptan oo il 4y b
S Sagzs gy « (ROT) plaaa¥t aibois zsnny (ORG) amjild 2l o8 aibos 230 plisuanl & &
(26) o aosa2 gl o2 G 3 dm 28300 015 Akl Bl o5 ¢ S plseY (MGs) al) 1)
LY bales) @hipe &M o Jpadl oz ¢ ells )l wloyb (Haralick) g jatlas plisaal s 350

G oletdl ppadl Gl Aeges pliszal & L350 3p5all a (381 LU 2 les Lowstag ¢ Ogery L ¢ Jolal



il dwlm il By el i) Gy el (SVM) Giias plasaanl pllad) 5:US” id (DDSM)
Qi el Jl2 s Sl el el Of Lol milal) glas . 7.98.82 wally 7100 ae5dly £.98.2 ~7al

sl Ol e S CaaSOl Vs e oLl
¢ oblaoYl Lad 13 UL el iYL gl peer 3 s ol Olas Y AT asas ai b LW ag b)) by
plana¥l dibais i b | & e K (RO aagesll slezaV) tibin (odd jpall 2hlas Olais plisizal &
5 (K-means) aaples plasaal osill plama¥) aibe 454 ¢ ¢ 2ld an apdall oMaa)l i (ROI)
aibain pa dyee S bVl ¢ o)) gty ¢ IS e 2l asladl flsel ¢ ¢ U5 aw ¢ (thresholding)
(Mini- obly deses alisinl ¢ g 20330 il ppr 3 Slasedl GlasT =1 e 21 (ROT) alexay)
¢ il 2l i ¢ adh Sl e T Bpans A o Bois Slis e W30S g ¢ MIAS)
Sl deseg o Jpamdl OLBY 8 s s s 9 (SMOTE) gl 550 LS aaa 255 plasen)
o s BT e 3l aibdll Canad (RF) ezl 2l Giaas sl ¢ Ll Ciian 35S a2y 355
OF pladl ey ¢ LISy . JIsd) Je 795.8 57984 5 797.1 aypmdl) el gy by B> ilS Lats
@ w2Vl s il saellll By U ¢ paall s3sadl plisanl 5SS n il et gl s

S O e aaSJ)



