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ABSTRACT 

 

Breast cancer is one of the leading causes of mortality among women 

worldwide. Therefore, detecting breast cancer at an earlier stage helps to 

increase the cure rate and reduce mortality. Among the different methods for 

detecting and diagnosing breast cancer, mammography is a significant and 

popular technique. Manually reviewing mammograms takes time and is 

accompanied by human error. Therefore, computer-aided detection/diagnosis 

(CAD) systems are proposed to support radiologists in making accurate 

diagnosis decisions. In this dissertation, two methods are proposed for breast 

cancer detection using mammogram image processing and machine learning:  

 The first method proposes a technique for detecting micro-calcifications in 

mammography images. In this method, an optimized region-growing (ORG) 

technique is presented to detect calcifications in more than one region of the 

breast, which cannot be determined by using the standard region-growing 

algorithm. Then, the Haralick-based features and support vector machine 

(SVM) classifier are used to distinguish between benign and malignant 

tissues. The experimental results on the curated breast imaging subset of the 

digital database for screening mammography (CBIS-DDSM) dataset obtained 

a sensitivity of 98.2%, a specificity of 100%, and an accuracy of 98.82%, 

which exceeds the performance of the reference methods. 

 The second proposed method addresses two challenges in breast cancer 

detection. The first challenge is the existence of pectoral muscles, which are 

misidentified and result in a high percentage of false positives. To handle this 

challenge, a region-growing method is performed to isolate the pectoral 

muscles, then a suspicious region of interest (ROI) is segmented, and after 

that, the features are extracted from the segmented ROI. The second challenge 
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is the imbalance problem in the dataset. To ease this challenge, the synthetic 

minority oversampling technique (SMOTE) is used to obtain a balanced 

dataset. A random forest (RF) classifier is finally used to categorize the 

segmented regions as benign or malignant. The accuracy, sensitivity, and 

specificity of the experimental results on the mammographic image analysis 

society (Mini-MIAS) dataset are 97.1%, 95.8%, and 98.4%, respectively. 

 

  



 

iii 
 

TABLE OF CONTENTS 

 

ABSTRACT ............................................................................................................................... i 

LIST OF TABLES ................................................................................................................... vi 

LIST OF FIGURES ................................................................................................................ vii 

LIST OF ABBRIVIATIONS ................................................................................................... x 

1. Chapter One: Introduction .................................................................................................. 1 

1.1 Introduction ..................................................................................................................... 2 

1.2 Literature Review ............................................................................................................ 3 

1.3 Problem Statement ......................................................................................................... 13 

1.4 Objective of the Study ................................................................................................... 14 

1.5 Contributions ................................................................................................................. 15 

1.6 Dissertation Structure .................................................................................................... 16 

2. Chapter Two: Theoritical Background  ........................................................................... 18 

2.1 Introduction ................................................................................................................... 19 

2.2 Breast Anatomy ............................................................................................................. 20 

2.3 Breast Cancer ................................................................................................................. 21 

2.3.1 Breast Cancer Signs and Symptoms .......................................................................... 22 

2.3.2 Types of Breast Cancer .............................................................................................. 23 

2.3.3 Breast Cancer Lesions ............................................................................................... 24 

2.3.3.1 Calcifications .......................................................................................................... 24 

2.3.3.2 Mass ....................................................................................................................... 25 

2.3.3.3 Architectural Distortions ........................................................................................ 27 

2.3.3.4 Bilateral Asymmetry .............................................................................................. 27 

2.3.4 Early Detection of Breast Cancer .............................................................................. 28 

2.3.5 Breast Cancer Stages ................................................................................................. 29 

2.4 Medical Image Modalities ............................................................................................. 29 

2.4.1 Mammography ........................................................................................................... 30 

2.4.1.1 Mammogram Projections ....................................................................................... 31 

2.4.2 Other Modalities ........................................................................................................ 32 

2.4.2.1 Digital Breast Tomosynthesis (DBT) ..................................................................... 32 

2.4.2.2 Contrast-Enhanced Mammography (CEM) ........................................................... 33 



 

iv 
 

2.4.2.3 Breast Ultrasound (BUS) ....................................................................................... 34 

2.4.2.4 Magnetic Resonance Imaging (MRI) ..................................................................... 34 

2.5 Digital Image Processing ............................................................................................... 36 

2.5.1 Computer-Aided Detection/ Diagnosis (CAD) .......................................................... 38 

2.5.2 Techniques of Digital Image Processing ................................................................... 38 

2.5.2.1 Image Acquisition .................................................................................................. 40 

2.5.2.2 Pre-processing ........................................................................................................ 40 

2.5.2.3 Segmentation .......................................................................................................... 42 

2.5.2.4 Features Extraction ................................................................................................. 46 

2.5.2.5 Feature Selection .................................................................................................... 48 

2.5.2.6 Classification .......................................................................................................... 48 

2.6 Evaluation Metrics ......................................................................................................... 52 

2.6.1 Confusion Matrix ....................................................................................................... 53 

2.6.2 Receiver Operating Characteristic (ROC) ................................................................. 54 

2.7 Synthetic Minority Oversampling Technique (SMOTE) .............................................. 55 

2.8 Mammographic Databases ............................................................................................ 57 

2.8.1 Mammographic Image Analysis Society (MIAS) ..................................................... 57 

2.8.2 Digital Database for Screening Mammography (DDSM) ......................................... 58 

3. Chapter Three: Methodology ............................................................................................ 59 

3.1 Introduction ................................................................................................................... 60 

3.2 Image Processing Based CAD Systems ........................................................................ 60 

3.3 Proposed Method 1: Segmentation using K-means Clustering and Optimized Region-

growing Technique ................................................................................................................... 62 

3.3.1 Data Acquisition ........................................................................................................ 64 

3.3.2 Pre-processing ............................................................................................................ 64 

3.3.3 Pre-segmentation (Denoising) ................................................................................... 66 

3.3.3.1 K-means Clustering ................................................................................................ 67 

3.3.3.2 Eliminate Noise Objects ......................................................................................... 68 

3.3.3.3 Recover the Important Area ................................................................................... 69 

3.3.4 Segmentation ............................................................................................................. 70 

3.3.5 Features Extraction .................................................................................................... 73 

3.3.6 Support Vector Machine Classifier ............................................................................ 78 

3.4 Proposed Method 2: Pectoral Muscle Removal and Solving Data Imbalance Problem 79 

3.4.1 Data Acquisition ........................................................................................................ 82 



 

v 
 

3.4.2 Pre-processing ............................................................................................................ 82 

3.4.2.1 ROI Segmentation .................................................................................................. 83 

3.4.2.2 Pectoral Muscle Removal....................................................................................... 83 

3.4.3 Segmentation ............................................................................................................. 86 

3.4.4 Features Extraction .................................................................................................... 86 

3.4.5 Balancing the Data ..................................................................................................... 88 

3.4.6 Random Forest (RF) Classifier .................................................................................. 90 

4. Chapter Four: Results and Discussion ............................................................................. 93 

4.1 Introduction ................................................................................................................... 94 

4.2 Evaluation Results of the Proposed Models .................................................................. 94 

4.3 Proposed Model 1: Evaluation Results of the Segmentation using K-means Clustering 

and Optimized Region-growing Technique ............................................................................. 95 

4.3.1 Dataset ....................................................................................................................... 95 

4.3.2 Preprocessing  Results ............................................................................................... 96 

4.3.3 Segmentation Results ................................................................................................. 96 

4.3.4 Classification Results ................................................................................................. 99 

4.4 Proposed Model 2: Evaluation Results of the Pectoral Muscle Removal and Solving 

the Data Imbalance Problem................................................................................................... 104 

4.4.1 Dataset ..................................................................................................................... 104 

4.4.2 Pre-processing Results ............................................................................................. 105 

4.4.3 ROIs Segmentation Results ..................................................................................... 105 

4.4.4 Segmentation Results ............................................................................................... 106 

4.4.5 K-Fold Cross-Validation .......................................................................................... 109 

4.4.4 Classification Results ............................................................................................... 109 

5. Chapter Five: Conclusions and Future Works .............................................................. 115 

5.1 Conclusions ................................................................................................................. 116 

5.2 Future Works ............................................................................................................... 119 

Publications ........................................................................................................................... 120 

References.............................................................................................................................. 121 

Appendices ............................................................................................................................ 133 

Appendix A ............................................................................................................................ 133 

Appendix B ............................................................................................................................. 139 

 



 

vi 
 

LIST OF TABLES 

Table 2. 1 Confusion matrix ..................................................................................................... 53 

Table 4. 1 The selection and distribution of samples from the CBIS-DDSM dataset .............. 95 

Table 4. 2 Comparison of experimental results for the proposed method ................................ 98 

Table 4. 3 Confusion matrix for the proposed method ............................................................. 99 

Table 4. 4 Comparison of the existing techniques with the proposed system ........................ 101 

Table 4. 5 Mini-MIAS dataset description ............................................................................. 105 

Table 4. 6 Mini-MIAS dataset samples distribution before and after applying the SMOTE 110 

Table 4. 7 Confusion matrix for the balanced dataset of the proposed method ..................... 110 

Table 4. 8 Comparison of evaluation metrics with and without SMOTE .............................. 111 

Table 4. 9 The performance measures of the proposed algorithm for the Mini-MIAS dataset

 ................................................................................................................................................ 112 

Table 4. 10 Comparison of the proposed method with the existing techniques ..................... 113 

  

             

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

vii 
 

LIST OF FIGURES 

Figure 2. 1 The anatomy of the breast  ..................................................................................... 21 

Figure 2. 2 Sign and symptoms of breast cancer  ..................................................................... 22 

Figure 2. 3 Types of breast cancer  ........................................................................................... 24 

Figure 2. 4 The calcifications in the breast  .............................................................................. 25 

Figure 2. 5 Speculated mass on mammogram  ......................................................................... 26 

Figure 2. 6 Screening mammogram  ........................................................................................ 31 

Figure 2. 7 MLO and CC projections  ...................................................................................... 32 

Figure 2. 8 Breast imaging  ...................................................................................................... 35 

Figure 2. 9  Block diagram for the classification process  ....................................................... 39 

Figure 2. 10 Distribution of the Gaussian function values  ...................................................... 41 

Figure 2. 11 Machine learning approaches ............................................................................... 50 

Figure 2. 12 SVM schemes (A) Linear (B) Non-linear  ........................................................... 51 

Figure 2. 13 The mechanism of RF  ......................................................................................... 52 

Figure 2. 14 Schema of ROC curve and AUC: red line: a perfect classifier, blue curve: a great 

classifier, yellow line: a random classifier, and shaded area: AUC for the random classifier 

[129] ......................................................................................................................................... 55 

Figure 3. 1 System architecture for breast cancer detection ..................................................... 61 

Figure 3. 2 Flowchart of the proposed method ......................................................................... 63 

Figure 3. 3 The preprocessing and pre-segmentation steps: (a) original image (b) Gaussian 

filter (c) applying k-means (d) erosion filter and (e) breast area retrieval ............................... 66 

Figure 3. 4 The k-means clustering process: (a) original image (b) applying k-means ........... 68 

Figure 3. 5 The eliminate noise object process: (a) applying k-means (b) erosion filter (breast 

area mask) ................................................................................................................................. 69 

Figure 3. 6 Recover the important area process: (a) erosion filter (breast area mask) (b) breast 

area retrieval ............................................................................................................................. 70 

Figure 3. 7 The segmentation process: (a) breast area retrieval (b) segmented area and (c) ROI

 .................................................................................................................................................. 71 

Figure 3. 8 (a) Angular second moment values of malignant and benign samples  ................. 77 

Figure 3. 9 Flowchart of the proposed method ......................................................................... 81 

Figure 3. 10 Left pectoral muscle removal process: (a) subtracted image (b) defines the 

truncating triangle (c) pectoral muscle removal ....................................................................... 85 



 

viii 
 

Figure 3. 11 Right pectoral muscle removal process: (a) subtracted image (b) defines the 

truncating triangle (c) pectoral muscle removal ....................................................................... 85 

Figure 4. 1 The pre-processing and segmentation Process: a) Original image, b) Gaussian 

filter, c) Applying k-means, d) Erosion filter, e) Breast area retrieval f) Segmented area, g) 

Micro-calcifications (ROI) ....................................................................................................... 97 

Figure 4. 2 Comparison of experimental results for the proposed method .............................. 98 

Figure 4. 3 ROC curve of the classification results ................................................................ 100 

Figure 4. 4.a Sensitivity comparison of the existing techniques with the proposed system .. 102 

Figure 4. 5 Breast region identification results: a) Original mammogram, b) Darkening the 

background, c) Erosion operation ........................................................................................... 105 

Figure 4. 6 Breast region segmentation process: a) Original revised image, b) (step 1) breast 

segmentation, c) (step 2) breast segmentation ........................................................................ 106 

Figure 4. 7 Invert and subtract process: (a) Inverted image (b) Subtracted image................. 107 

Figure 4. 8 Segmentation process: (a) Pectoral muscle removal process (b) Segmented image

 ................................................................................................................................................ 107 

Figure 4. 9 Segmentation of suspicious regions outputs: a) Original image , b) Binarized 

image , c) Morphological erosion, d) First step of the breast region segmentation, e) Second 

step of the breast region segmentation, f) Inverted image, g) Subtracted image, h) Pectoral 

muscle removal process, i) Segmented image ........................................................................ 108 

Figure 4. 10 A 5-fold cross-validation.................................................................................... 109 

Figure 4. 11 ROC curve of the classification result ............................................................... 111 

Figure 4. 12 Comparison of evaluation metrics with and without SMOTE ........................... 112 

Figure 4. 13 Comparison of the existing techniques with the proposed model...................... 114 

Figure A. 1 The main form of the first model ........................................................................ 133 

Figure A. 2 Open a mammogram image ................................................................................ 133 

Figure A. 3 Pre-processing step .............................................................................................. 134 

Figure A. 4 Create a mask for erosion step ............................................................................ 134 

Figure A. 5 Erosion step ......................................................................................................... 135 

Figure A. 6 Pre-segmentation step (breast area retrieval) ...................................................... 135 

Figure A. 7 Micro-calcification segmentation step ................................................................ 136 

Figure A. 8 Feature extraction step for one sample ................................................................ 136 

Figure A. 9 loading the dataset ............................................................................................... 137 

Figure A. 10 Feature extraction step for the loaded dataset ................................................... 137 

Figure A. 11 Saving the extracted features............................................................................. 138 

file:///E:/Breast%20Cancer/Thesis/All%20thesis%20(Srwa)/Main%20Thesis/Submitted%20Thesis/3.%20Final%20Thesis%20(srwa)%20main%20(submitted%20signature)aftre%20Dr.%20bayan%20(Updated).docx%23_Toc125407836
file:///E:/Breast%20Cancer/Thesis/All%20thesis%20(Srwa)/Main%20Thesis/Submitted%20Thesis/3.%20Final%20Thesis%20(srwa)%20main%20(submitted%20signature)aftre%20Dr.%20bayan%20(Updated).docx%23_Toc125407836
file:///E:/Breast%20Cancer/Thesis/All%20thesis%20(Srwa)/Main%20Thesis/Submitted%20Thesis/3.%20Final%20Thesis%20(srwa)%20main%20(submitted%20signature)aftre%20Dr.%20bayan%20(Updated).docx%23_Toc125407836
file:///E:/Breast%20Cancer/Thesis/All%20thesis%20(Srwa)/Main%20Thesis/Submitted%20Thesis/3.%20Final%20Thesis%20(srwa)%20main%20(submitted%20signature)aftre%20Dr.%20bayan%20(Updated).docx%23_Toc125407844
file:///E:/Breast%20Cancer/Thesis/All%20thesis%20(Srwa)/Main%20Thesis/Submitted%20Thesis/3.%20Final%20Thesis%20(srwa)%20main%20(submitted%20signature)aftre%20Dr.%20bayan%20(Updated).docx%23_Toc125407844
file:///E:/Breast%20Cancer/Thesis/All%20thesis%20(Srwa)/Main%20Thesis/Submitted%20Thesis/3.%20Final%20Thesis%20(srwa)%20main%20(submitted%20signature)aftre%20Dr.%20bayan%20(Updated).docx%23_Toc125407844
file:///E:/Breast%20Cancer/Thesis/All%20thesis%20(Srwa)/Main%20Thesis/Submitted%20Thesis/3.%20Final%20Thesis%20(srwa)%20main%20(submitted%20signature)aftre%20Dr.%20bayan%20(Updated).docx%23_Toc125407844


 

ix 
 

Figure A. 12 Classification step ............................................................................................. 138 

Figure B. 1 The main form of the second model .................................................................... 139 

Figure B. 2 Open a mammogram image step for one sample ................................................ 139 

Figure B. 3 Pre-processing (special thresholding) step .......................................................... 140 

Figure B. 4 Noise-removing step ............................................................................................ 140 

Figure B. 5 Left-Right image cropping step ........................................................................... 141 

Figure B. 6 Up-Down image cropping step ............................................................................ 141 

Figure B. 7 Inverting step ....................................................................................................... 142 

Figure B. 8 Subtracting step ................................................................................................... 142 

Figure B. 9 Pectoral muscle removal step .............................................................................. 143 

Figure B. 10 Pre-segmentation (ROI) step ............................................................................. 143 

Figure B. 11 Segmentation step .............................................................................................. 144 

Figure B. 12 Dataset loading step ........................................................................................... 144 

Figure B. 13 Features extraction step for the loaded dataset .................................................. 145 

Figure B. 14 Minority splitting step ....................................................................................... 145 

Figure B. 15 Applying SMOTE on minority samples step .................................................... 146 

Figure B. 16 Classification step .............................................................................................. 146 

 

 

 

 

 

 

 

 

 



 

x 
 

LIST OF ABBRIVIATIONS 

Abbreviation Description 
AI Artificial Intelligence 

ANN Artificial Neural Network 

AUC Area Under the Curve 

BI-RADS Breast Imaging–Reporting and Data System 

BSE Breast Self-Exam  

BUS Breast Ultrasound 

CAD Computer-Aided Detection and Diagnosis Systems 

CBE Clinical Breast-Exam 

CBIS-DDSM Curated Breast Imaging Subset of DDSM 

CC Cranio-Caudal 

CEM Contrast-Enhanced Mammography 

CESM Contrast-Enhanced Spectral Mammography 

CNN Convolutional Neural Network 
 

CPU Central Processing Unit 

DBT Digital Breast Tomosynthesis 

DCIS Ductal Carcinoma In Situ 

DDSM Digital Database for Screening Mammography 

DFO Dragon Fly Optimization  

DICOM Digital Imaging and Communications in Medicine 

DIP Digital Image Processing 

DL Deep Learning 

DT Decision Tree 

DWT Discrete Wavelet Transform 

ELM Extreme Learning Machine 

ERR Error Rate 

FD Fractal Dimension  

FFDM Full-Field Digital Mammography 

FFNN Feed Forward Neural Network 

FN False Negative 

FP False Positive 

FPR False Positive Rate 

GA Genetic Algorithm 

GLCM Gray-Level Co-Occurrence Matrix 

GLRLM Gray Level Run Length Matrix. 

https://en.wikipedia.org/wiki/Convolutional_neural_network
https://en.wikipedia.org/wiki/Convolutional_neural_network


 

xi 
 

HE High-Energy  

KNN K- Nearest Neighbour 

LCIS Lobular Carcinoma In Situ 

LDA Linear Discriminant Analysis 

LE Low-Energy 

MC Micro-calcification 

MIAS Mammographic Image Analysis Society 

ML Machine Learning 

MLO Mediolateral Oblique 

MRI Magnetic Resonance Imaging 

MSE Mean Square Error 

MSVM Multi-Class Support Vector Machine 

NB Naïve Bayes 

NN Neural Network 

ORG Optimized Region Growing 

ORGSMN Optimal Region Growing Segmentation with MobileNet 

PCA Principle Component Analysis 

PM Pectoral Muscle  

PPV Positive Predictive Value 

PR Positive Rate 

PRC Pixel Range Calculation 

RBFNN Radial Basis Functions Neural Network 

RF Random Forest 

RGB Red Green Blue 

ROC Receiver Operating Characteristics 

ROI Region of Interest 

SL Supervised Learning 

SMOTE Synthetic Minority Over-sampling Technique 

SSL Semi Supervised Learning 

SURF Speeded Up Robust Features  

SVM Support Vector Machine 

TN True Negative 

TP True Positive 

TPR True Positive Rate 

USL Unsupervised Learning 

WBCD Wisconsin Breast Cancer Dataset 

WDBC Wisconsin Diagnostic Breast Cancer 

 



   

  

 

 

 

Chapter One 

Introduction 

  



Chapter One   Introduction 
 

2 

 

1.1 Introduction 

Cancer is a group of disorders in which cells in the body alter and grow 

uncontrollably. These cells expand, push out healthy cells, and eventually form a 

lump or mass known as a tumor that may be either benign or malignant. Benign 

tumors are not cancerous because their cells seem normal, they grow slowly, and 

they do not invade neighboring tissues or spread to other regions of the body.  

Malignant tumors are cancerous which spread swiftly to other regions of the 

body. Most types of cancers that cause a death are breast cancer among women 

who have the disease [1]. Although males are equally susceptible to developing 

breast cancer, women over the age of 50 have the greatest risk as well as the 

highest incidence of the disease. The cause of the disease is unknown, and the 

reasons for the rise in incidence are also unknown. Furthermore, there has yet to 

be established a means for preventing its occurrence. As a result, lowering breast 

cancer mortality requires early identification and treatment. Different screening 

approaches and procedures are utilized in clinical settings to obtain 

physiological and functional medical images of the human body.  

Medical imaging is one of the new medical treatment standards for illnesses 

including cancer, trauma, and many others [2]. Recent imaging technologies 

concentrate on combining user-friendliness with a high level of precision, 

enabling information to be retrieved quickly and accurately while increasing 

throughput. These innovative methods are cost-efficient and applicable to a wide 

range of therapeutic applications [3]. Digital breast tomosynthesis (DBT) 

scanning and mammography have introduced new features that enable new 

diagnostic capabilities and clinical applications. The growth of digital imaging 

resulted in a new generation of performance and speed, since it provided new 

data access and transmission possibilities and generated new amounts of data. 

Mammography is the standard method for breast cancer screening. Both 

analogue and digital mammography have been shown to lower breast cancer 
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mortality [4]. Mass lesions, asymmetries between images of the two breasts, and 

architectural deformation are some of the radiologic indicators of breast cancer. 

To correctly diagnose breast cancer at the earliest possible stage, all aspects 

affecting the collection, display, and interpretation of the mammogram must be 

adjusted and maintained throughout time [5]. Mammograms are breast 

radiography images that are used to detect early signs of breast cancer. These 

radiographic images reduce human error in detection, reduce diagnosis time, and 

increase diagnosis accuracy. However, this task could lead to mistakes as it 

relies on human vision and radiologists’ experience to make the right decision. 

As a result of these limitations, the CAD was developed. Computer science, 

pattern recognition, artificial intelligence, and image processing technologies are 

all used in CAD [6].  

This dissertation provides an overview of the techniques and methods that are 

used for breast cancer detection and classification, which may be separated into 

five stages: data acquisition, pre-processing, segmentation, feature extraction, 

and classification.  

1.2 Literature Review 

Machine learning (ML) is one of the primary subfields of artificial 

intelligence (AI) study that has seen fast development in recent years. There is a 

substantial amount of interest being shown in the use of ML in the medical field. 

From the very beginning, medical datasets have been analyzed using machine-

learning algorithms that have been conceived and developed from an initial 

concept [7]. This section discusses a previous related works with respect to this 

dissertation.  

C. Varela et al. (2007) proposed a computer-aided detection system for 

malignant breast masses in digital mammograms.  Through use of the iris filter, 

suspicious regions were segmented using an adaptive threshold. Suspect regions 

were classified using characteristics derived from the iris filter output as well as 
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contour-related, texture, gray level, and image morphological features.  A 

backpropagation neural network classifier was trained to decrease the amount of 

false positives. A test set of 66 malignant and 49 normal cases produced 

sensitivity of 88% and 94% for lesion-based and case-based evaluation, 

respectively, using free-response receiver operating characteristic analysis [8]. 

Bhagwati and G. R. Sinha (2014) provided a unique technique for 

performing mammographic feature analysis through tumor detection in terms of 

size and shape. The goal is to find out the abnormality in tumor tissues through 

three stages: preprocessing, segmentation, and post-processing. The first stage 

remove a noise with preprocessing, then the segmentation is used to detect the 

mass, and post processing is utilized to determine the benign and malignant 

tissue with the impacted region in the cancerous breast image. In addition, these 

processes determine the size of the tumor. This system achieved 96.5% of 

sensitivity, 89% of specificity, and 95.6% of accuracy [9]. 

A. Jaleel et al. (2014) proposed a model for detection of breast masses. The 

research describes an effective discrete wavelet transform (DWT) technique and 

a modified gray level co-occurrence matrix (GLCM) method for extracting 

textural features from segmented mammography. For classification, each tissue 

pattern is classified into benign and malignant masses. Using supervised 

classifiers, 148 mammography images from the mini mammographic image 

analysis society (Mini-MIAS) database were classified as benign or malignant 

masses. The radial basis functions neural network (RBFNN) was employed as 

a classifier. The proposed system has an accuracy of 94.6% for cancer detection 

from digitized screening mammograms [10].  

K. Kashyap et al. (2015) proposed a model to enhance, segment, and classify 

abnormalities present in the mammogram. This study demonstrates a way for 

automatically identifying abnormalities in mammograms. A variety of image 

processing techniques were used prior to the discovery of abnormalities. Un-
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sharp masking has been used to improve mammography. Discrete wavelet 

transform were applied before segmentation to ensure the filtered image 

produced an accurate result. Fuzzy-c-means with thresholding were used to 

segregate the suspect ROI. Tamura features, shape-based features, and moment 

invariants are used to detect abnormalities in mammograms by analyzing the 

segmented ROI. The Mini-MIAS dataset has been utilized to test the suggested 

methodology. 96.92% accuracy, 97.14% sensitivity and 96.67% specificity has 

been achieved using combination of fractal dimension with moments features 

[11]. 

Arden S. et al. (2015) suggested classifying mammogram images using 

Law's texture energy measure (LAWS) as a technique for extracting texture 

features. Images that are normal, benign and malignant are classified using 

artificial neural networks (ANN). The MIAS database is used to train 

information for the mammography classification model. The results demonstrate 

that LAWS offers more accuracy than other comparable methods like GLCM. 

While GLCM only offers 72% of  accuracy for normal-abnormal classification 

and 53% of  accuracy for benign-malignant classification, LAWS offers 93% of  

accuracy for normal-abnormal and 83% of accuracy for both benign and 

malignant [12]. 

R. Rouhi et al. (2015) proposed two automated methods for identifying 

benign and malignant masses in mammograms. The first proposed method uses 

an automatic region growing whose threshold is determined by a trained 

artificial neural network. In the second proposed method, a genetic algorithm 

(GA) accomplishes segmentation by determining the parameters of a cellular 

neural network (CNN). From segmented tumors, intensity, textural, and shape 

features are retrieved. GA is used to select appropriate features from a set of 

extracted features. ANNs are then utilized to classify the mammograms as 

benign or malignant in the following stage. Different classifiers (random forest, 
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naïve bayes, SVM, and KNN) are utilized to evaluate the performance of the 

proposed approaches. The proposed techniques were evaluated using MIAS and 

digital database for screening mammography (DDSM) databases. Sensitivity, 

specificity, and accuracy rates were calculated to be 96.87%, 95.94%, and 

96.47%, respectively [13].  

W. Xie et al. (2015) proposed a novel computer-aided diagnosis (CAD) 

system based on extreme learning machine (ELM) for the diagnosis of breast 

cancer. In the case of a mammographic image, interference is first eliminated 

during the preprocessing stages. The preprocessed images are then segmented 

using the proposed level set model. After that, a model of multidimensional 

feature vectors is created. Because not every feature vector contributes to 

performance improvement, feature selection is performed using a combination 

of extreme learning machine and support vector machine. An optimal subset of 

feature vectors is fed into the classifiers to distinguish between malignant and 

benign masses. All of the images utilized in this article are from publically 

available digital mammographic image databases; the first is MIAS database, 

and the second is DDSM database. The results show that the proposed CAD 

system outperforms SVM and support vector machine with particle swarm 

optimization in terms of sensitivity, specificity and accuracy. In the end, the 

proposed method has an average accuracy of 96.02% [14]. 

F. Last et al. (2017) proposed a straightforward and efficient approach of 

oversampling that was based on k-means clustering and SMOTE oversampling. 

The method prevents the formation of noise and successfully resolves 

imbalances both across and within classes. The suggested strategy improved 

classification outcomes when applied to training data that has been oversampled 

using the empirical findings of extensive tests including 71 different datasets. In 

addition, k-means and SMOTE routinely achieves better results than other 
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widely used oversampling algorithms. Python, which is a programming 

language, has been made available as a possible implementation [15]. 

S. Punitha et al. (2018) utilized Gaussian filtering for pre-processing tumor 

images. The initial seed points and thresholds are ideally created utilizing a 

swarm optimization method known as dragon fly optimization (DFO) in the 

automated detection method for breast masses that is suggested. GLCM and 

grey level run length matrix (GLRLM) techniques were used to extract features 

from the segmented images. Images are classified into two classes (i.e., benign 

and malignant) based on a feed forward neural network (FFNN) classifier. 

DDSM dataset for 300 images was used to evaluate the proposed system and the 

results achieved a sensitivity of 98.1%, and a specificity of 97.8% [16].  

L. Shen et al. (2019) proposed a deep learning algorithm for detecting breast 

cancer using an "end-to-end" training technique that makes efficient use of 

training datasets with either full clinical annotation or with only the cancer 

labeling of the image.  This method requires lesion annotations only during the 

initial training step, while subsequent phases just require image-level labels. The 

best AUC obtained on the DDSM are 0.88. On full-field digital mammography 

images from the INbreast, the best AUC was 0.95 [17]. 

Prabhpreet k. et al. (2019) presented the Mini-MIAS dataset of 322 images 

and used k-means based on speed-up robust features (SURF) to extract features. 

For classification, the deep neural network and multiclass support vector 

machine (MSVM) are utilized with ratio of 70% for training and 30% for 

testing. The result showed that the suggested automated deep learning (DL) 

technique employing K-mean clustering with MSVM has a higher accuracy rate 

than using a decision tree (DT) model. According to experimental findings, the 

suggested method's average accuracy rates for the three types of cancer (i.e., 

normal, benign, and malignant) are 95%, 94%, and 98% respectively [18]. 
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M. Mabrouk et al. (2019) proposed an improved CAD system based on 

supervised classification that can be more accurate and faster than standard 

examination programs by using image-processing techniques such as 

preprocessing, segmentation, feature extraction, and classification stage. This 

work is based on the integration of shape, texture, and invariant moment 

features. Instead of employing only one type of feature in breast cancer 

classification, this integration generated a great result in terms of sensitivity and 

specificity. The integration system's accuracy reached 96% in the automated 

mode of ANN, with the best accuracy achieved by features based on invariant 

moments reaching 97% [19]. 

V. Viswanath et al. (2019) presented a CAD approach to identify and 

classify breast cancer tumors into three categories which are malignant, benign 

and normal from medical mammogram images. The authors utilized three 

machine learning algorithms for classifying breast tumors which are k-nearest 

neighbors (K-NN), random forest (RF), and support vector machine (SVM) with 

accuracy above 95%. This work also studied the effect of pre-processing stage 

before applying the selected classifiers that enhancing the performance of 

training and predicting the different classes [20]. 

H. Azary and M. Abdoos (2020) utilized the MIAS dataset, which was 

downloaded from the website http://peipa.essex.ac.uk/info/mias.html. The 

dataset consists of images for breast mammography and labeled images, with the 

labeled images used as a reference for evaluation. GLRLM features and static 

features were used for feature extraction. The extracted features are mean, 

variance, standard deviation, and absolute deviation. Finally, the breast tumor 

was segmented using a semi-supervised method. The training was applied based 

on two classifiers: SVM and Bayes. The results showed that the proposed 

system performed with a higher accuracy of 94.04% compared with supervised 

methods of 43.17% and 87.52%, respectively [21].  

http://peipa.essex.ac.uk/info/mias.html
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M. Kamil and A. Jassam (2020) proposed a feature extraction method for 

breast mass detection using mammography images. The Mini-MIAS database 

was used, and the features were extracted based on GLCM from the region of 

interest. The k-nearest neighbor (KNN) classification method was utilized, the 

distance metric was the Euclidean method, and the number of neighbors was 

equal to 10. It was shown that the optimal angle for distinguishing between 

abnormal and normal tissues is 135°. The best accuracy was observed with a 

KNN classifier equal to 86.1%, and the sensitivity was 92% [22]. 

Ichrak K. et al. (2021) presented a unique method for removing pectoral 

muscle (PM) from mammography. This method was built on the concepts of 

clustering, region, and edge. The suggested approach was evaluated using the 

Mini-MIAS database's digital mammography for implementation, testing, and 

verification. The DICE coefficient and the structural similarity measure were 

used to determine the quality of segmentation between segmented areas and the 

ground truth. When compared to other current strategies in the same context, the 

proposed strategy has proven to be more successful and superior with accuracy 

reached to 92.47% [23]. 

M. Elsadig et al. (2021) proposed a framework for early detection of breast 

cancer. The study utilized the Wisconsin breast cancer datasets, which contain 

30 features with 699 numerical instances. The dataset has been improved by 

selecting the most relevant features and removing the redundant ones. The result 

features represent the input for seven classifiers: random forest, logistic 

regression, NB, ANN, SVM, KNN, and DT. The finding showed very high 

performance for the SVM classifier, which outperformed the others with 

accuracy above 97.4%. [24].  

Yassir A. et al. (2022) improved the segmentation and classification 

processes for breast cancer diagnosis. In addition, the proposed approach 

enhanced the quality of the mammogram images and their pectoral muscle. 
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Several steps involved for image enhancement: firstly, the mammography 

images processed in three levels which are red, green, and blue. The consistency 

of the underlying information on morphological operations forms the basis of 

the second stage. Thirdly, PCA method was used to reduce the size of the 

images. The excision of the pectoral muscle employing a region growth 

approach constitutes the fourth phase. The final step involves enhancing the 

coherence of the image's different areas with a second order Gaussian Laplacian 

and an orientated diffusion filter to produce a substantially enhanced contrast 

image. The proposed approach tested using dataset contained 11,194 images and 

700 images used to validate the proposed approach. This performance of the 

suggested technique showed that it can boost the computerized breast cancer 

detection method's diagnostic performance with accuracy reached to 97.9% [25]. 

Nada F. et al. (2022) proposed this study to enhance breast cancer diagnostic 

detection performance using CC and MLO view analysis. Instead of using 

single-view, an image processing framework for multi-view screening was 

applied to enhance the diagnostic outcomes. The framework presented in this 

paper included feature extraction, segmentation, and image enhancement. The 

steps of image quality enhancement are crucial because mammographic images' 

poor contrast frequently causes overlaps between cancerous and healthy tissue. 

The images were segmented using a texture-based method called first-order 

local entropy. The results of feature extraction were used to compute the radius 

and the area of likely malignancy. The accuracy of breast cancer identification 

utilizing CC and MLO images was 88% and 80.5% respectively. The suggested 

framework proved beneficial in the diagnosis of breast cancer, with detection 

outcomes and characteristics assisting doctors in treatment decisions [26].  

L. Singh and A. Alam (2022) proposed a successful hybrid technique for 

locating and detecting troublesome mass regions in digital mammograms. The 

suggested hybrid methodology is created by combining a faster region-based 
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convolution neural network (Faster R-CNN) with an efficient pixel-based low 

level pre-processing technology. The R-CNN model has been showed as a 

powerful resource for health image analysis because of its speed. Faster R-CNN, 

on the other hand, has substantial difficulties when it comes to identifying breast 

cancers since the mass regions are partially masked by normal breast cells and 

pectoral muscles as well as noise. An effective mass identification strategy 

based on low-level preprocessing and a Faster R-CNN approach is proposed to 

handle the aforementioned challenge. Multiple performance metrics, including 

as sensitivities, precision, specificity, and area under the curve (AUC), are used 

to evaluate the proposed technique. Overall, the result had 95.2% sensitivity, 

94.2% accuracy, 93.5% specificity, and a high 0.983 AUC [27]. 

S. Sakib et al. (2022) proposed an automated disease detection system that 

uses machine learning and deep learning techniques to assist medical 

professionals in diagnosing a disease, provide an efficient, reliable, and faster 

response in order to reducing the risk of death. The purpose of the study was to 

compare machine learning and deep learning approaches for breast cancer 

detection and diagnosis. For classification, 10-fold cross-validation was 

employed with, decision tree, random forest, k-nearest neighbor, support vector 

machine, logistic regression and deep learning technique. As a training dataset, 

the breast cancer wisconsin (diagnostic) dataset was used to assess and compare 

the effectiveness and efficiency of each algorithm in classification performance. 

According to the experimental results, random forest outperformed all other 

models with accuracy and F1-scores of 96.66 % and 0.963, respectively [28]. 

D. Rose et al. (2022) proposed a novel CAD for breast cancer identification 

and classification using optimal region growing segmentation with a MobileNet 

(CAD-ORGSMN) model.  Pre-processing, segmentation, feature extraction, and 

classification are all steps of operations in the proposed CAD-ORGSMN model. 

To eliminate noise from mammography images, the suggested model employs a 
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wiener filtering based pre-processing technique. The CAD-ORGSMN model 

employs a glowworm swarm optimization (GSO) based region growing 

technique for image segmentation, with the glowworm swarm optimization 

algorithm creating the initial seed points and threshold values optimally. 

Furthermore, a MobileNet-based feature extractor is used, in which the 

MobileNet model's hyper parameters are optimally determined using a swallow 

swarm optimization (SSO) approach. Finally, a variation auto encoder is used as 

a classifier to assign class labels to the input mammography images. The Mini- 

MIAS dataset is used to assess the results. The proposed CAD-ORGSMN model 

produced results with an accuracy of 86.26% [29].  

Z. Sarvestani et al. (2022) proposed two methods for image enhancement 

and highlighting of breast tissue micro-calcifications for the desired locations by 

regional ROI based on fuzzy system and Gabor filtering method to study the 

effectiveness and accuracy of automatic separation of images of breast tissue 

micro calcifications. The decision tree classification algorithm is used to classify 

the clusters of breast tissue micro calcifications. Then, for segmentation, 

samples suspected of micro-calcification are highlighted and masked, and tissue 

characteristics are extracted in the final stage. Following that, the benign and 

malignant types of segmented ROI clusters were determined using an artificial 

neural network. The suggested system is trained using DDSM database, and 

simulations are performed using the MATLAB software. The results of this 

training reveal an accuracy of 93% and sensitivity of more than 95% [30]. 

Y. Almalki et al. (2022) proposed three steps method, the database 

classification was the first step, while the second eliminated the pectoral muscle 

from the mammography image. To diagnose breast cancer, to find abnormal 

regions in a well-enhanced image, the third step used new image enhancing 

methods and a new segmentation module. The data contained 2892 images. In 

addition, the proposed approach is evaluated on 322 images from 
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MIAS database. For the Qassim health cluster dataset, the proposed method 

achieves an accuracy of 92%. The proposed method gives accuracy 

approximately 97% on the mammographic image analysis society database [31]. 

1.3 Problem Statement 

Breast cancer is the most frequent type of cancer in women and the main 

cause of mortality among non-preventable cancers. Digital mammography is a 

common screening modality for breast cancer and is an effective method of 

detecting breast cancer even at an early stage [32]. Due to the morphological 

characteristics and ambiguity of the boundaries of the masses, it is a difficult 

task to recognize the normal or suspicious areas. Analyzing mammography 

during the diagnosis of a breast tumor has become a difficult process due to 

complexities such as low contrast, and the varied types of abnormalities could 

prevent radiologists from taking the right decisions [33]. Therefore, computer-

aided detection/diagnosis (CAD) systems are proposed to help radiologists make 

accurate diagnoses. These systems commonly use digital image processing and 

machine learning techniques to reach this goal. In this dissertation, we have used 

these techniques for automatic breast cancer detection. Although several 

techniques are proposed for this aim up to now, still various challenges and 

limitations exist. This dissertation addresses some of them.  

 Breast calcifications are calcium deposits within the breast tissue. They 

appear bright with hazy edges, varied forms and distributions, and low 

contrast on mammography screening. Because of their small size and random 

scattering, they are difficult to detect. Furthermore, their closeness to the 

surrounding dense tissues adds to the difficulty of identification due to the 

significant overlapping between normal and suspect tissues. The accurate 

identification of micro-calcifications is critical for the early detection of most 

breast cancer cases since their presence is significantly connected with breast 

cancer, especially when they arise in clusters. Therefore, the first problem that 



Chapter One   Introduction 
 

14 

 

this dissertation focuses on is detecting micro-calcifications in mammography 

images, especially in more than one region of the breast. 

 The pectoral muscle is a high-density area seen on mammograms in the 

mediolateral oblique (MLO) views. However, its existence has an impact on 

the segmentation, feature extraction, and classification procedures that result 

in a high percentage of false positives. Due to the variations in size, shape, 

intensity, and contrast of pectoral muscles, it is difficult to correctly eliminate 

muscle areas from mammograms. Therefore, the second problem of this work 

is to isolate the pectoral muscles to reduce false positives.  

  The third problem that this dissertation seeks to solve is the imbalance 

problem in the data sample, which is a common problem in medical machine 

learning. This is also a challenge in breast cancer detection because the 

datasets are mostly benign cases with a few malignant cases that should be 

carefully handled since class imbalance has a negative influence on 

classification accuracy. 

1.4 Objective of the Study 

Developing an efficient approach that helps in early detection is an important 

issue, and achieving this goal is based on using advanced computing techniques 

to improve diagnostics for breast cancer. Therefore, this dissertation aims to 

create an automated system that can classify digital mammogram images into 

benign and malignant. The objectives are ordered as follows:  

 The dissertation presents a new detection technique for micro-calcifications in 

mammogram images. This work utilizes mammography for automated 

segmentation and classification processes to produce two types of classes, 

which are benign and malignant. Machine learning algorithms have been used 

in various medical fields; breast cancer detection is one of these fields. K-

means is used for the segmentation process while SVM is used for 

classification.  
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 The work presents a diagnosis method to detect an abnormality in 

mammograms automatically, and then image-processing techniques are used 

to correctly segment the suspicious ROI with the removal of pectoral muscles 

(PMs) in order to improve the segmentation process and diagnostic accuracy. 

Thus, successful removal of PMs is vital to avoid false detection.  

 To enhance the classification result, a random forest (RF) is applied and the 

SMOTE algorithm is used to accomplish better classifier efficiency, which 

presents new samples from the minority classes to get a balanced dataset. The 

Mini-MIAS dataset is used to evaluate the proposed method and is 

predominately composed of benign samples, with only a tiny percent of 

malignant samples.  

Thus, the aim of this dissertation is to build an automatic system that is able to 

diagnose breast cancer with high accuracy and that assists the radiologists in 

making the right decision, which leads to saving the patient’s life and reducing 

the mortality rate. 

1.5 Contributions 

The following are the main contributions of this dissertation, which are the 

proposed methods for dealing with the issues mentioned in the problem 

definition section:  

1. An optimized region growing (ORG) method is proposed for identifying 

breast micro-calcifications (MCs) by utilizing two-level segmentation 

processes. To this end, the breast area from the image is isolated using k-

means clustering, and then, multi-points (seeds) and thresholds are generated 

optimally depending on the color values of the image pixels. The first method 

is implemented, in which Haralick texture features and SVM classifier are 

utilized to identify benign and malignant tissues.  

2. A segmentation process is proposed based on performing different operations 

to solve the pectoral muscle problem. To increase efficiency in feature 
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extraction and classification, a region-growing method is performed to isolate 

the pectoral muscles. After that, a suspicious ROI is segmented, and then the 

features are extracted from the segmented ROI. As another contribution to the 

second proposed method, the method also found a solution to the imbalance 

problem in the Mini-MIAS dataset by using the SMOTE technique to provide 

new samples from the minority classes to obtain a balanced dataset and 

achieve better classification efficiency using a RF classifier. 

1.6 Dissertation Structure 

This dissertation is structured as follows:  

 Chapter One: reviewed the latest studies that have been published by the 

authors in the field of detecting and classifying breast cancer types. Based on 

these studies, this dissertation specifies the main problems that are facing the 

research community and radiologists. Therefore, the dissertation proposes a 

framework which is explained in the objective section and presents its 

contributions.      

 Chapter Two: introduces machine learning techniques and tools that are 

required for better breast cancer diagnosis. Furthermore, this chapter presents 

the main components of digital image processing. Also, the chapter gives a 

background about the breast cancer, its types and its symptoms. Finally, the 

chapter presents a review regarding accuracy, confusion matrix, specificity, 

and sensitivity.    

 Chapter Three: presents the proposed methodology for this dissertation 

which contains various steps to implement breast detection and diagnosis. 

These steps include image acquisition, pre-processing to remove unrelated 

noise, segmenting and clustering the tumor regions, and finally applying 

machine learning algorithms to train and testing models. 
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 Chapter Four: shows the results that are obtained by carrying out this work 

using the evaluation metrics such as accuracy, sensitivity, specificity, and the 

confusion matrix. 

 Chapter Five: this chapter emphasizes the main conclusions of the research, 

highlighting the key achievements and limitations.  In addition, the chapter 

discusses future development and research.  

 



   

  

 

 

 

 

 

 

Chapter Two 

Theoretical Background   
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2.1 Introduction 

Cancer occurs when cells start growing in an improper manner; this may lead 

to breast cancer. Cells that have this disease often form a tumour, which may 

frequently be seen on an x-ray or mammography modalities. Breast cancer 

represents one of the foremost factors behind the death of women worldwide. 

Although it is more common in women, males may still have the disease. Hence, 

early diagnosis and detection increase the probability of recovery and reduce the 

mortality rate [34]. Currently, different modalities have been used for screening, 

detection, and diagnosis of breast cancer such as ultrasound, digital breast 

tomosynthesis (DBT), contrast enhanced mammography (CEM) magnetic 

resonance imaging (MRI), and mammography. Mammography is considered to 

be one of the most effective and important methods for early breast cancer 

detection. It has been verified as a reliable and essential screening technique by 

obtaining visual images of the internal structure of breasts using a low-energy 

procedure. However, examining large numbers of mammographic images 

manually takes time and there is an error rate of between 10% and 30% due to 

human factors [35]. In view of this, computer-aided detection and diagnosis 

(CAD) systems have been developed to aid radiologists in detecting 

mammographic lesions that may indicate the presence of breast cancer. These 

systems act only as a second reader, and the final decision is made by the 

radiologist. The CAD system based on image processing has become an 

essential technique for the early diagnosis of breast cancer. Images obtained 

during mammography always include both the breast and the non-breast regions 

of the body. As a consequence of this, there are usually aspects in the 

background, particularly those related to the area of the pectoral muscles, noises, 

and artifacts that can influence the performance of a CAD system. Therefore, 

different preprocessing approaches have been suggested to enhance the quality 

of mammograms, allowing for them to be analyzed with a higher degree of 
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precision. Image processing requires consequent steps to accurate detection of 

breast cancer. These steps are as follows: image pre-processing to remove any 

noise, marker, background, and breast segmentation. The next step is 

determining the region of interest of the infected area based on some algorithms, 

and afterwards, the most distinct features are extracted from the target image. 

Finally, these images are classified according to various machine learning 

methods into different classes [36]. Machine learning algorithms such as SVM 

and RF are used to classify medical images into malignant and benign.  

This chapter provides an introduction to the various machine learning 

strategies and technologies that are necessary for improved breast cancer 

detection. In addition, the chapter shows the background information on breast 

cancer, including its forms as well as its symptoms. Moreover, the primary 

aspects of digital image processing are discussed in detail throughout this 

chapter. Afterwards the chapter presents a review regarding accuracy, confusion 

matrix, specificity, and sensitivity. In the end, the chapter contained main 

datasets that are available publicly on the web. 

2.2 Breast Anatomy  

The breast is the tissue that lies on top of the chest (pectoral muscles), extends 

between the second and sixth ribs [37]. The breast is composed of glandular 

tissue, which is responsible for the production of milk, as well as fatty tissue. 

Milk is generated in lobules, which are arranged in lobes having 15-20 sections. 

Milk then travels via a network of small tubes known as ducts. These tubes 

connect to form bigger ducts that finally leave the skin in the nipple, where the 

milk is transported through the duct tubes. The darkened region of skin that 

surrounds the nipple is referred to as the areola. Additionally, the breast includes 

nerves that are responsible for feeling, blood arteries, lymphatic vessels, and 

lymph nodes [38]. Cancer can originate from any section of the breast; however, 

most breast cancers in females initiate from the ducts or lobules and 
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subsequently expand to other body parts via blood and lymph channels [39]. 

Figure 2.1 illustrates the anatomy of a breast. 

 

Figure 2. 1 The anatomy of the breast [40]  

 

2.3 Breast Cancer  

Cancer starts originating from cells, which are the smallest unit of all tissues 

and body organs, including the breasts. It is caused due to cell mutations, 

anarchic segmentation, and replication, or aberrant cell alterations. Usually, 

when cells undergo aging or destruction, they die and are replaced by new ones. 

In certain conditions, when this mechanism goes wrong, the cell develops the 

ability to continue dividing without being controlled or ordered, resulting in the 

formation of a mass of tissue known as a lump or a tumor [41]. Malignant 

tumours and benign tumours are the two categories that fall under the term of 

breast cancer. Malignant tumours are the most harmful kind of tumours since 

they include cancer cells that have the ability to infect the tissues that are located 

nearby. On the other hand, benign tumours develop regionally, they are larger 

than malignant ones, and they do not infiltrate the tissues of surrounding organs. 

Breast cancer is a kind of cancerous tumour that develops from cells that are 

found in the breast [42]. Cells that are not malignant are referred to as normal 

cells or benign cells. The malignant tumour is made up of cancerous cells, and 

this kind of cancer is referred to as in situ cancer [43]. Glandular tissue, which is 
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more prominent in the upper outer quadrant of the breast, is often where breast 

cancer first begins to form in a patient. Once it has spread into the tissue, a 

tumour might be classified as malignant. The site of the first proliferation of 

cancer cells is what establishes the subtype of breast cancer, which may be 

ductal or lobular [44]. 

2.3.1 Breast Cancer Signs and Symptoms 

Symptoms lead doctors to diagnose breast cancer when screening tests show 

negative. Breast cancer presents signs and symptoms on the human body, which 

enables it to be identified at an early stage [42]. Most cases of breast cancer are 

identified by females in the form of a lump in the breast, which is generally 

painless. Breast pain has been recorded as the initial symptom only in a small 

percentage of individuals. Additional symptoms that occur less often include 

thickening, swelling, redness, nipple discharge, skin irritation, and distortion in 

shape as shown in Figure 2.2. Because many of these symptoms are also 

frequently observed in benign breast diseases, the predictive value of symptoms 

for diagnosing breast cancer is limited, and additional diagnostic investigations 

are typically required [45].   

 

Figure 2. 2 Sign and symptoms of breast cancer [46] 
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2.3.2 Types of Breast Cancer 

 Types of breast cancer depend on the part of the breast that is affected and 

the kind of cell. Ductal carcinoma in situ (DCIS) and lobular carcinoma in situ 

(LCIS) are the most common types. Carcinomas are tumors that start in the 

epithelial cells that line organs and tissues all over the body. 

1. In situ cancers  

 Ductal carcinoma in situ (DCIS) this type of breast cancer begins inside 

the milk ducts and it classifies as a non-invasive or pre-invasive breast 

cancer. 

 Lobular carcinoma in situ (LCIS) is a region of abnormal cell 

development in the lobules, which are glands that produce milk and are 

located at the end of the breast ducts.  

 Invasive (infiltrating) it is a type of cancer that expands into neighboring 

breast tissue. 

2. Less common types of breast cancer 

 Inflammatory breast cancer this type of cancer is categorized as an 

aggressive form of breast cancer that grows spreads rapidly. 

 Paget disease of the nipple it is a rare form of breast cancer. It starts in 

the breast ducts and spreads to the skin of the nipple and then to the areola. 

 Phyllodes tumor this type is rarely found that develops in the connective 

tissue (stroma) of the breast. They are classified most as benign, except 

some types which are malignant (cancer) [41]. 

It is currently unclear what causes breast cancer, and there is no reliable 

strategy to prevent the disease from developing in the first place. Breast cancer 

has a high mortality rate and a high incidence rate. The environmental and 

genetic factors that contribute to the development of this illness have both been 

the focus of research. However, there is inadequate evidence to support the ideas 

that connect family history, alcohol, poor eating, genetic mutations, pollution, 
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and other factors in its development. Breast cancer is a progressive illness that 

develops across the many phases of cellular development; thus, the timing of 

breast cancer detection is very important. Cancers are treatable by a variety of 

methods including chemotherapy, radiation treatment, and surgery. Every one of 

these therapies is determined by the kind of cancer and the area of the body in 

which the cancer is located [44]. Figure 2.3 illustrate the types of breast cancer. 

 

 

Figure 2. 3 Types of breast cancer [47] 

 

2.3.3  Breast Cancer Lesions 

There are distinctive lesions that characterize breast cancer that include 

calcifications, masses, architectural distortions and bilateral asymmetry.  

2.3.3.1 Calcifications  

Macro-calcifications and micro-calcifications are two different types of 

calcifications, which are calcium deposits in the breast. On a mammography, 

macro-calcifications show as large white spots dispersed irregularly across the 

breast; they are non-cancerous cells. Micro-calcifications are clusters of calcium 

deposits in the breast tissue that appear as a bright white spots of varied sizes 

and forms. Typically, micro-calcification is regarded as the main indicator of 
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early breast cancer or a marker of pre-cancerous cells already present [48]. 

Malignant micro-calcifications develop into masses that are angular, irregularly 

formed, tiny, grouped, varied in size, and oriented in a branching fashion. As 

opposed to malignant instances, benign cases' micro-calcifications are often 

larger, more rounded, fewer in number, more evenly distributed, and more 

uniform in size and shape [49]. Figure 2.4 shows the calcifications in the breast. 

 

  

Figure 2. 4 The calcifications in the breast [49] 

 

2.3.3.2 Mass  

A mass is a lump that forms in the breast. The majority of the tumours are 

non-cancerous (or benign), but a few may be cancerous (or malignant) and pose 

a life-threatening risk if left untreated. A breast mass may be detected via breast 

self-examination or a standard clinical evaluation. Lumps may or may not be 

uncomfortable and may be accompanied by nipple discharge or skin changes 

[50]. In general, mass form might be circular, oval, lobular, or irregular, with 

confined to speculative edges. Figure 2.5 shows the speculated mass in 

mammogram.  
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When a mass is discovered, it may be difficult to determine if it is benign or 

malignant; nonetheless, there are distinctions in the characteristics of both 

benign and malignant masses regarding their form and texture. The texture of 

benign masses is usually smooth and distinct, and their forms are frequently 

close to those of spheres. Malignant masses, on the other hand, are 

asymmetrical, and the lines delineating their borders are often hazy. A mass with 

a regular shape is more likely to be benign, while a mass with an irregular shape 

is more likely to be malignant [51].  

 

 

Figure 2. 5 Speculated mass on mammogram [52] 
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2.3.3.3 Architectural Distortions 

Architectural distortion is defined as the uneven appearance of breast tissues 

in a random manner with no mass discoveries. Architectural distortion can be 

benign or malignant, depending on the look and shape of the distortion [53]. 

Nearly 6% of abnormalities seen on screening mammograms are attributable to 

architectural distortion, making it the third most prevalent mammographic 

appearance of non-palpable breast cancer after mass and calcification. 

Architectural distortion may be subtle and presents in a variety of ways, making 

it more difficult to detect than calcification or an obvious lump on 

mammography. Architectural distortion may be the initial sign of breast cancer 

and is often seen in retrospective analyses of false-negative mammography 

results [54]. 

2.3.3.4 Bilateral Asymmetry  

Bilateral asymmetry occurs when the left and right breasts vary in their 

external look in the respective mammographic scans. Asymmetry is defined as 

the existence of increased breast tissue volume or density without a 

distinguishable mass, which might include the presence of more notable ducts in 

one breast in comparison to the relative portion of the other breast [42]. 

Asymmetry in the breast tissue is a finding made in relation to the identical 

location on the opposite breast. There is no focal mass, no deformed 

architecture, no central density, and no related breast calcifications. 

Asymmetrical breast tissue is seen in around 3% of results of breast screening 

mammography. Only a limited number of women having asymmetry in their 

breast tissue will be recommended for a biopsy, out of which merely a small 

percentage of them will report a diagnosis of breast cancer [55].  



Chapter Two   Theoretical Background 
 

28 

 

2.3.4 Early Detection of Breast Cancer 

 The best way to treat breast cancer is via early diagnosis. Breast cancer does 

not initially show any signs. As a result, it is advised to use screening techniques 

to find breast cancer early. The recognizable physical symptom that may be felt 

as the growth of the breast tumour increases is a lump that is not painful. Some 

less frequent signs of cancer development include secretion from the nipple and 

any changes in the breast's size, shape, or colour. A medical professional should 

check the breast for the existence of these alterations [43]. 

Treatment is more successful if the cancer is detected early and kept confined, 

thus, the five-year life expectancy rate reaches 99%. Therefore, early 

identification is essential for reducing mortality. Mammograms, clinical breast 

examinations, and breast self-exams are early detection tools. Comparative to 

imaging, breast examinations are safer and less expensive. A breast self-exam 

(BSE) is conducted by the patient, while a clinical breast exam (CBE) is 

performed by a medical professional. In less-developed nations where imaging 

and CBEs are less accessible, BSEs are often the sole option for early breast 

cancer identification. Even in the United States, BSEs are beneficial for women 

who are younger than 40 or 50 years of age, the age at which mammography is 

suggested (according on the recommendation) and who have a greater risk of 

breast cancer death owing to race or family history. However, the current 

standards regulating CBEs and BSEs are problematic. The American Cancer 

Society does not advise CBEs or BSEs to women exposed to the average risk of 

breast cancer anymore since research has not shown obvious advantages in the 

circumstances where mammography screening is accessible and awareness is 

high. Further, they also advise women to stay aware of their breasts and report 

the alterations to their healthcare practitioners [56]. 



Chapter Two   Theoretical Background 
 

29 

 

2.3.5 Breast Cancer Stages 

 Breast cancers evolve through stages over time. In the localized stage of 

breast cancer, a tumour grows inside the breast. Eventually, the cancer cells 

move via the lymphatic system to the lymph nodes, and the disease enters its 

regional stage. In the distant phase, cancer cells move through the circulation to 

distant organs, such as the bones, lungs, brain, and liver. In clinical settings, the 

staging technique utilized by clinicians to choose the most suitable therapy is far 

more comprehensive. Classical anatomic staging is based on the TNM 

classification, where T represents tumour size, N represents lymph node 

metastases, and M represents distant metastasis. Each of the three classifiers is 

assigned a score, which is then summed to generate a comprehensive breast 

cancer stage from 0-IV (including subgroups) (A, B, C) [57]. 

When the T, N, and M categories are combined, five distinct phases may be 

identified. Stage 0 refers to in situ carcinomas and paget disease, stage I (IA, IB) 

is associated with localized tumours, stages II (IIA, IIB), and III (IIIA, IIIB, 

IIIC) are associated with regional metastasis and/or large tumours, and stage IV 

refers to tumours with distant metastasis. Women whose breast cancer has not 

spread beyond the breast have a greater chance of surviving the illness. Survival 

chances are better for women whose breast cancer has been confined [58]. 

2.4 Medical Image Modalities 

 Several imaging modalities, including mammography, ultrasonography, 

MRI, DBT, and CEM, may be employed to make medical images. In addition to 

examining the anomalies that indicate the presence of breast cancer, these 

imaging modalities identify a variety of other breast problems. All methods have 

distinct benefits and drawbacks that must be considered by the healthcare 

provider when deciding on a course of therapy [59]. 



Chapter Two   Theoretical Background 
 

30 

 

 In the following subsections, a review of imaging modalities that are used to 

detect breast cancer is presented in more details. 

2.4.1 Mammography 

Mammography is the most significant technique for diagnosing and 

identifying breast cancer. It is an imaging technique for breast evaluation that 

provides information about breast shape, anatomy, and diseases. Early 

identification of breast cancer is crucial for the successful treatment of this 

illness. This process is identical to conventional X-rays, with the exception that 

minimal dosages are employed, resulting in great contrast, resolution, and low 

noise. The breast is susceptible to ionizing radiation, hence it is preferable to 

utilize the lowest dosage of radiation compatible with high image quality [60]. 

During an X-ray mammogram, each breast is normally compressed between 

two plates while X-ray images are captured in two separate planes. This is done 

while the treatment is being performed. In between each set of images, the 

patient will be requested to switch positions. Both craniocaudal (CC) and 

mediolateral oblique (MLO) views are the usual views that are often taken [48]. 

When passing through the breast, the X-rays encounter a variety of tissues that 

absorb the energy in a unique manner. The final image will have a different 

level of brightness as a direct consequence of this discrepancy [61]. 

Additionally, the only diagnostic technique that can detect micro-

calcifications and masses which are the most crucial signs of malignant cancer is 

mammography. However, there are certain circumstances in which the 

radiologists are unsure of whether the abnormality is benign or malignant, 

leading to the utilization of a second call-back mammogram or other types of 

exams like ultrasound or MRI [48]. Figure 2.6 show the screening mammogram. 
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Figure 2. 6 Screening mammogram [62] 

 

2.4.1.1 Mammogram Projections  

Mammography is a technique that is well recognized and used by radiologists 

for the purpose of detecting and diagnosing breast cancer at an earlier stage [63]. 

During this examination, a total of four images are acquired. Two of these 

images relate to the right breast, while the other two correspond to the left 

breast. These images are produced using the projections craniocaudal (CC) and 

mediolateral oblique (MLO) views. The combination of CC and MLO images 

helps to enhance breast tissue visibility and raises the chance of determining the 

presence of non-palpable breast cancer earlier in the diagnostic process. During 

the examination, the radiologist will combine the information obtained from 

these two views in order to increase the chance of identifying a priori regions 

with abnormalities [64]. 

The CC view is used to examine information from top to bottom, whereas the 

MLO view examines data from the side view. The MLO image of the 

mammography might be challenging to interpret because to the increased area of 

the pectoral muscle mass tissue, its complicated shape, and its structural volume. 

On the other hand, the pectoral muscle is an area that is thick and stands out in 

mammograms. It does not supply any information that is useful in any way. In 
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addition to this, it has an effect on the process of segmentation, feature 

extraction, and classification, which ultimately results in a high proportion of 

false positives [65]. 

Pectoral muscles are the triangle-shaped area that resides on one side, either 

the left or right upper corner of a mammogram. This part of the image includes 

the pixels that are the brightest overall. It seems as if the pectoral muscles have 

almost the same density as the dense tissues that are of interest in the image. 

Therefore, the identification of the pectoral muscles and their subsequent 

removal play a significant role in the elimination of the tumour cells [66]. Figure 

2.7 represents the MLO and CC projections.  

 

 

Figure 2. 7 MLO and CC projections [67]  

 

2.4.2 Other Modalities  

2.4.2.1  Digital Breast Tomosynthesis (DBT) 

This technique is a subset of mammography in which the X-ray tube spins at a 

restricted angular angle (15-60°) from the compressed breast tissue in order to 

obtain 3D breast information. DBT images are created by repeatedly exposing 

the breast tissue to light from a variety of directions, and then the resulting data 

is reconstructed into half-millimetre slices. This strategy has been found in a 

number of trials to result in an increase in the patient's radiation dosage of 20%. 
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However, the cancer detection rate is increased by around 15–30%, and the 

recall rate is decreased by approximately 15–20%. The primary benefit of 

tomosynthesis is the identification of masses and lesions that may not be 

detected in traditional mammography owing to overlap with thick breast tissue. 

This is one of the reasons why tomosynthesis is preferred over conventional 

mammography. Tomosynthesis has a high sensitivity and a low rate of 

producing false-positive detections at the same time. Consequently, the staging 

of breast cancer is the most approach. Although DBT is more effective in 

detecting non-calcified lesions than conventional mammography, classified 

lesions also have outcomes that are comparable to or even better in DBT than in 

conventional mammography. In conclusion, the most significant drawback of 

this method is being less sensitivity when it comes to the identification of micro-

calcifications [68]. 

2.4.2.2 Contrast-Enhanced Mammography (CEM) 

This innovative imaging method, also known as contrast-enhanced spectral 

mammography (CESM), uses a dual-energy methodology to identify breast 

cancer. After the injection of iodine contrast medium, contrast-enhanced spectral 

mammography is carried out using high-energy (HE) and low-energy (LE) 

acquisitions to acquire the recombined images of bilateral breasts. While the HE 

image shows post-contrast improved mammograms by employing the K-edge 

effect of iodine to assess tumor neovascularity, the LE image reveals 

morphological information comparable to two-dimensional (2D) digital 

mammography. These advantages have made CESM an effective alternative 

imaging method for the early diagnosis of breast cancer. Previous studies have 

demonstrated that the use of CESM, in comparison to conventional 2D 

mammography, significantly increased the positive rate, accuracy, and 

sensitivity for breast cancer detection [69]. In addition, this technique decreased 

the mortality of breast cancer because this recombined image could eliminate 
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the fibrous glands of the breasts and overcome the overlapping of normal breast 

tissues. For the detection of breast cancer in dense breasts, CESM has been 

shown to be more accurate than mammography [70]. 

2.4.2.3 Breast Ultrasound (BUS) 

Ultrasound, commonly known as sonography, is an imaging technique that 

transmits and transforms high-frequency sound waves sent through the breast 

into images. There is no radiation involved in the image capture process. 

Because young women's breasts are often thick, mammograms may not detect 

cancer in them. In such situations, ultrasonography may be useful. However, 

ultrasonography is often used in conjunction with mammography. If a 

mammogram or physical examination reveals an abnormality, ultrasonography 

is the best approach to determine whether the abnormality is solid (such as a 

benign fibroadenoma or cancer) or fluid-filled (such as a benign cyst). It is 

unable to identify calcifications or determine whether a solid mass is malignant. 

A cyst cannot be adequately identified with a physical examination alone. 

Ultrasound of the breast may also be used to guide a biopsy needle into some 

breast lesions [71]. Ultrasound screening has a limited sensitivity for identifying 

impalpable tumours, which is one of its disadvantages. The recorded images 

must be tagged by the radiologist according to breast location and orientation. 

Any little variation in beam direction may cause a portion of the breast to be 

missed or imaged twice, making breast ultrasonography an operator-dependent 

technique [72]. 

2.4.2.4 Magnetic Resonance Imaging (MRI)  

MRI is a non-invasive medical technology used for diagnosing and 

monitoring the treatment of medical disorders. The MRI technique employs 

strong and powerful magnets, radio frequency pulses, and a computer to create 

high-quality images of soft tissues and interior body components. The images 

generated by the MRI enable clinicians to analyse various bodily components 
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and detect the presence or absence of illness in an organ [73]. MRI has been 

used to diagnose breast cancer because it is the most sensitive technique for 

detecting breast diseases and has excellent soft tissue imaging capabilities. MRI 

has also been used to measure the size of the cancer and look for metastasized 

tumours in women who have previously been diagnosed with breast cancer. 

MRI has been used to precisely identify and quantify tumors that are less than or 

equal to 2 cm in size [74]. However, MRI is time-consuming and expensive, 

with a cost that is more than 10 times that of mammography. Its limited 

resolution restricts its use to micro-calcifications and extremely tiny lesions 

[75]. The selection of these techniques is depends on the patient's condition, 

stage, age, and breast tissue density. Hybrid imaging approaches seem to be a 

viable method for enhancing breast cancer detection. Figure 2.8 illustrates the 

breast imaging. 

 

 

Figure 2. 8 Breast imaging [76] 
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2.5 Digital Image Processing 

 The most popular and practical method of communicating or sharing 

information is via images. They display spatial information that enables one to 

identify them as objects and convey information about the locations, sizes, and 

connections between items. Approximately 70% of the information acquired by 

humans is in the form of images [77]. An image refers to a two-dimensional 

function, where x and y are spatial coordinates, and the intensity or gray level of 

the image defines as an amplitude of ( f ) at any pair of coordinates (x, y). The 

image is known as digital image when x, y, and the intensity values of ( f ) are all 

finite, discrete quantities. When the computer processes these types of images, 

the field refers to digital image processing. The digital image consists of finite 

number of elements called pixels and each one has a value and a location in the 

image [78].  There are four types of digital images:  

 Binary Images: are the most basic sorts of images that can have two values, 

usually black and white, or "0" and "1".  Because only one binary digit is 

required to accurately represent each pixel in a binary image, this kind of 

image is also known as a 1-bit per pixel image. The most common usage for 

these kinds of images is in computer vision applications. 

 Gray-Scale Images: Images that only include one colour are said to be 

monochrome and refers to the grayscale. They simply provide information 

about the brightness and do not reveal any details about color. The number of 

various brightness levels that may be achieved is directly proportional to the 

number of bits that are employed for each individual pixel. The standard 

image has 8 bits of data per pixel, which gives us the ability to have 256 

distinct degrees of brightness (gray) between 0 and 255. 

  Color Images: Color images can be represented as three-band monochrome 

visual data, with each band representing a distinct color. The brightness 

details of every spectral band are the real information included in data 
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obtained from digital images. Typical color images are expressed as RGB 

images in red, green, and blue colors. Keeping the 8-bit monochrome format 

as a guide, the comparable color image would contain 24-bits per pixel (bpp) 

with 8 bits each reserved for all three RGB color bands [79]. 

 Spectral Imaging: Multiple bands from the electromagnetic spectrum are 

used in spectral imaging. While a typical camera only records the visible 

spectrum's red, green, and blue (RGB) wavelength bands, spectral imaging 

includes a wide range of methods that go beyond RGB. The infrared 

spectrum, visible spectrum, ultraviolet spectrum, x-rays, or some 

combination of the aforementioned may be used for spectral imaging. 

The process of acquiring an image, performing any necessary pre-processing 

steps, isolating (segmenting) the particular region and defining characteristics in 

a format that is understandable by a computer is referred to as digital image 

processing [78]. 

Applications for digital image processing have grown dramatically in a 

variety of sectors, including pattern recognition, biometrics, medical image 

processing, etc. Digital image processing includes acquisition, preprocessing, 

extracting (segmenting) the individual areas, describing features in a form 

suitable for a computer, and recognizing those features. These steps are called 

digital image processing. This growth is due to the exponential expansion of 

internet usage and the fast progress of digital communication technology. As a 

result, methods for digital image processing are made easier in order to provide 

information more quickly and accurately. The healthcare sector has been 

searching for cutting-edge medical practices and procedures that will integrate 

with technology in terms of computing and advancement in hardware resources 

since health is so important. Digital image processing methods might aid 

radiologists in this effort by assisting them in identifying and detecting illnesses. 

Thus, the processing of medical images and the identification of anomalies from 
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those images has grown more dependent on digital image processing methods. 

Accordingly, image-processing-based CAD systems have emerged as an 

intriguing research issue in the field of medical image processing. CAD systems 

use computers to assist medical practitioners in making diagnoses from medical 

images [80].  

2.5.1 Computer-Aided Detection/ Diagnosis (CAD) 

 CAD systems are used to enhance the image quality, which aids in 

appropriately interpreting medical imaging and processing the images to 

emphasize the portions that desired. A variety of principles from artificial 

intelligence (AI), computer vision, and medical image processing are all 

included in the technology known as CAD. Finding abnormalities in the human 

body is the primary use of CAD technology. Cancer affecting multiple organs 

like breasts, lungs, prostate, and colon, bone metastases, congenital heart defect, 

abnormal brain diagnosis, and Alzheimer's disease are all diagnosed with CAD 

systems [36]. 

CAD techniques are classified into two types, namely CADe (computer-aided 

detection) and CADx (computer-aided diagnosis). CADe involves the use of 

computer analysis to determine whether or not a certain instance has a specific 

illness (the target disease), such as breast cancer. On the other hand, CADx aids 

in the evaluation of the detection process. The doctor or other medical 

professional manages the patient in both cases and makes the final diagnosis 

using techniques of digital image processing [81].   

2.5.2 Techniques of Digital Image Processing  

Digital image processing has been developed to automate breast cancer 

classification into benign and malignant. This system can help doctors find and 

discriminate tumors in the tissues. Selecting the appropriate system for breast 

cancer diagnosis requires a better understanding of the contents of cancer 
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images [82]. The block diagram for the classification process is presented in 

Figure 2.9. The figure illustrates the five main processing stages for classifying 

breast cancer into benign and malignant. Complete descriptions of these steps 

are introduced in detail in the next subsections.  

 

 

Figure 2. 9  Block diagram for the classification process [82] 
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2.5.2.1 Image Acquisition 

It is the fundamental step of digital image processing. Under image 

acquisition the image is given in digital format [83]. There are two sources for 

breast cancer imaging: The first source is imaging modalities such as 

mammography, digital breast tomosynthesis (DBT), contrast- enhanced 

mammography (CEM), breast ultrasound (BUS) and magnetic resonance 

imaging (MRI) [84]. More details about these types of modalities are described 

in a section 2.4. In the contrast, the second type of sources is datasets. There are 

various datasets for breast cancer tumours that are available globally, but the 

most popular ones are digital database for screening mammography (DDSM) 

[85], mammographic image analysis society (MIAS), Wisconsin breast cancer 

dataset (WBCD) [86], and Wisconsin diagnostic breast cancer (WDBC).  More 

details about DDSM and Mini-MIAS datasets are described in a section 2.8. 

[87]. 

2.5.2.2 Pre-processing  

It is essential and valuable phase, employed prior to any method of image 

processing to achieve the correct and reliable accuracy [88]. In the field of 

image processing, a pre-processing step is a procedure that is conducted before 

any additional processing. The purpose of this phase is to either enhance an 

image features or improve image quality by removing undesired distortions. The 

precision of the preprocessing that comes before image processing stages like 

segmentation, feature extraction, feature selection, and classification is very 

important to the overall outcome of those following steps. Pre-processing is 

often required for clinical images due to the presence of undesirable qualities 

such as inhomogeneity, poor contrast, and noise that cannot be recognized. 

When these difficulties are present in medical images and have an impact on 

analysis, pre-processing may assist in suppressing them. In pre-processing, a 

wide variety of methods, including human correction and mathematical 



Chapter Two   Theoretical Background 
 

41 

 

operations, augmentation, and the elimination of noise, are used [89]. Filtering is 

a process that must be applied to the image so that the effects of noise, also 

known as interference, may be removed. This allows for an improvement in the 

image's overall visual quality [90]. One of these filters is Gaussian filtering, 

which can be utilized to blur and remove any noise in the images. For one 

dimension, the Gaussian function is expressed as follows: 

G(x) = 
 

√    
 

 
  

                             (2.1) 

Where σ is the standard deviation of the distribution [91]. The Gaussian 

function's standard deviation has a significant impact on its behaviour. The 

values between +/- make up 68% of the total, whereas two standard deviations 

from the mean (blue and brown) make up 95%, and three standard deviations 

(blue, brown, and green) make up 99.7%. This is critical for creating a Gaussian 

kernel with a fixed length as shown in Figure 2.10.  

 

Figure 2. 10 Distribution of the Gaussian function values [91]  

 

When dealing with images, the two-dimensional Gaussian function is required 

[92]. This is a sum of two 1D Gaussian functions (one for each direction) and 

may be calculated as follows: 

G(x,y)= 
 

    
 

 
     

                    (2.2) 
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2.5.2.3 Segmentation 

Image segmentation is a critical and difficult image processing technique in 

which the inputs are images and the outputs are the properties retrieved from 

those images [93]. Image segmentation refers to the process of splitting an 

image into comparable structural components, which includes the detection and 

partition of target regions. Segmentation is a key function and the first critical 

stage in image processing that must be completed effectively before moving on 

to other tasks such as feature extraction and classification. Segmentation plays a 

significant function in medical imaging because it allows the identification of 

anatomical structures and other areas of interest [94]. There are various 

techniques that are used to apply for segmentation on the selected image such as 

threshold-based, region-based, and edge-based techniques.  

 Threshold-based Segmentation  

Image thresholding is a straightforward type of image segmentation. It is a 

method for converting a grayscale or full-color image to a binary image. It is 

useful to be able to distinguish between the image regions that correspond to the 

interested objects and the image regions that correspond to the background in 

many vision applications. Thresholding is frequently used to accomplish 

segmentation based on the varying intensities or colors in the foreground and 

background areas of an image. A grayscale image is often used as the input to a 

thresholding procedure, and the result is a binary image with only black and 

white pixels indicating the segmentation. Normally, black pixels correlate to the 

background and white pixels to the foreground, although this can be inverted. A 

single variable known as the intensity threshold determines segmentation in 

basic applications. This threshold is applied to each pixel in the image. If its 

value exceeds the threshold value, the pixel is set to white in the result; if it is 

less than or equal to the threshold, the pixel is turned to black in the output [95].  
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A number of thresholding techniques have been previously proposed using 

global and local techniques. In local thresholding methods, various threshold 

values are applicable to distinct parts of the image, whereas, in global 

approaches, only a single threshold value applies to the whole image. The value 

is determined by the location of the pixel to which the thresholding is 

performed. 

In image segmentation, the threshold method is considered to be one of the 

most essential procedures. It is can be expressed as a following formula: 

T =        (   )  (   )                          (2.3) 

Where T refers to the value that defines the threshold, the x and y are the 

coordinates of the location at which the threshold value is determined. The 

points of p(x, y) and f(x, y) on the grayscale image are the pixels [96]. Threshold 

image g(x, y) is defined as follow: 

 (   )   {
         (   )       

       (   )        
                                                                     (2.4) 

 Region-based Segmentation 

Region-based techniques divide neighboring pixels with the same or 

comparable properties into separate areas. In contrast to edge-based 

segmentation techniques, regions are composed of connected pixels that are 

produced depending on preset criteria (such as color, texture, or intensity). 

Region growth, region splitting, and region merging procedures are the three 

categories into which region-based approaches are divided. Growing regions 

require manually chosen seed points. As long as a pixel meets the requirements 

for that region class and no boundaries are identified, a region is expanded by 

looking at and adding nearby pixels to that region class. Region splitting and 

merging of algorithms work in the opposite direction of region growth, which 

divides the entire image into regions in the top-down pattern. These isolated 
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regions are disconnected at random, but the elements within them are more 

homogeneous than the entire image. Regions may be divided into sub-areas, 

which can then be combined to build new regions with more appropriate regions 

[97]. 

 Edge Based Segmentation  

Edge-based segmentation techniques are a structural method for locating the 

edges between diverse areas, with a sudden change in intensity. The edge-based 

segmentation approach is effective in images with high contrast and no noise 

[98]. Edge detection is the method most often employed in digital image 

processing. In image processing, particularly computer vision, edge detection 

deals with the localisation of significant gray level tones in the image and the 

recognition of the physical and geometrical features of scene objects. It is a key 

technique that identifies the contours and borders of an image's objects and 

backdrop. Edge detection is used for object detection, which has several 

applications including medical image processing and biometrics, among others. 

Edge detection is a hot topic in the study because it allows for more 

sophisticated image analysis [99]. Edge detection is very beneficial for image 

segmentation, reconstruction, and interpretation, tracking, and data extraction 

challenges [100]. 

 Clustering (K- means Clustering) 

Clustering techniques attempt to identify similarities within the data and 

divide it into a set number of groups or clusters. Clustering is an unsupervised 

learning technique in which a clustering algorithm learns from existing data 

without being instructed. K-means clustering is the most well recognized 

clustering algorithm and is one of the most straightforward and widely used 

unsupervised learning methods, particularly in data mining and statistics [97]. 

As a partitioning method, its objective is to generate groupings of data points 

depending on the variable k, which represents the number of clusters. K must be 
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specified before execution begins. K-means employs an iterative refinement 

technique to generate its final grouping depending on the number of clusters 

specified by the user and the data set. Initially, k-means randomly selects k as 

the mean values of k clusters, also known as centroids, and finds the closest data 

points of the selected centroids to build k clusters. Afterwards, the method 

repeatedly recalculates the updated centroids for each cluster until it converges 

on a single optimal value. K-means clustering would be appropriate for low-

dimensionality numerical data since numerical data is utilized to calculate the 

mean value [101]. The K-means clustering technique is a prominent algorithm 

that operates on a variety of data kinds, including medical images, text, etc. 

[102]. 

 Morphological Operation 

Morphological image processing (or morphology) refers to a class of image 

processing algorithms that focus on the geometry of image characteristics. 

Typically, morphological treatments are used to eliminate flaws produced during 

segmentation [103]. During this stage, regions, and neighborhoods are 

compared, while each region is indexed with a binary image. To analyze a tiny 

form or template, a morphological approach known as structural pixels or 

structuring elements is applied. The structuring pixels are placed in various spots 

in the image and then matched with the pixels in a surrounding area. The 

procedure then begins by inspecting the pixel to determine if it "fits" within the 

neighborhood or whether it "hits" or overlaps the neighbourhood [104]. 

The two principal morphological operations are dilation and erosion. Dilation 

causes things to grow, potentially filling minor gaps and linking disparate items. 

Erosion reduces the size of items by eroding their boundaries. These operations 

may be tailored to a specific application by selecting the integral component (a 

rectangular array of pixels with the values 1 or 0), which controls the pattern of 

dilation or erosion in the objects. The erosion of A by B is defined as: 
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                                                               (2.5) 

Where A is the image with pixels a, and B is the structuring element with 

elements b. And the dilation of A by B is defined as follows: 

                                                               (2.6) 

Where A is the image with pixels a, B is the structuring element with elements 

b, and c represents the new pixels in A after dilation [105]. 

2.5.2.4 Features Extraction 

Feature extraction refers to a technique that minimizes in number of features 

through generating new set of attributes with the same information of the old 

ones. Working with a huge dataset with hundreds or thousands of features 

without extracting the most ones that represent the actual observations about 

given variables could lead to overfitting in a model of machine learning (ML). 

Therefore, applying this technique reduces the risk of overfitting and increases 

the performance of the ML model. In other words, the purpose of features 

extraction is to discard the original features by proposing new ones that 

summarize most of the information of the old characteristics in the dataset. In 

addition, this technique increases the speed of training, accuracy, and enables 

visualization [106]. Examples of feature extraction technique are textural 

features. Texture is an important feature that can be utilized to identify objects 

or regions of interest in an image. The most common texture descriptors in 

image analysis are haralick texture features. Haralick's textural features are 

based on gray-level co-occurrence matrices (GLCM) [107]. The texture of an 

image can be measured using the co-occurrence matrix, which can take into 

account the image's intensity, grayscale values, or various color dimensions. 

Because co-occurrence matrices are often large and sparse, multiple matrix 

metrics are often used to obtain a more useful set of features [108].    
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Cross correlation coefficient: It is a method for objectively comparing two 

time series and determining where the best match occurs. It may also identify 

any repeated patterns in the data. A correlation coefficient is calculated to 

determine how well the values of one series predict the values of another. The 

sequences are then exchanged and the procedure is repeated. The range for the 

correlation coefficient of the time series value is from -1.0 to +1.0 [109]. The 

formula can be illustrated down as follows: 

Cross Correlation Coefficient = 
∑ (     ̅)(     ̅) 

   

√∑ (     ̅)  
   

                       (2.7) 

Pearson correlation coefficient: It is usually referred to as the pearson 

coefficient. For the purpose of analysing the correlation, the two variables, 

which are denoted by the labels x and y, are laid out on a scatter plot. The 

Pearson coefficient may be stated numerically in the same way as a linear 

regression correlation coefficient, with values ranging from (-1 to 1). The result 

of a full positive association between two or more variables is a value of +1. 

This may occur in a number of different ways. If there is a positive correlation 

between two variables, it is likely that those variables will continue to move in 

the same direction. A value of -1, on the other hand, denotes the existence of the 

perfect negative link. If one variable increases, then the other variable should 

decrease as a result of the variables being negatively related, as shown by 

negative correlations. A score of 0 indicates that there is no relationship [110]. 

The following is the formula for calculating the Pearson correlation coefficient: 

Pearson Correlation Coefficient = 
∑ (     ̅)(     ̅) 

   

√∑ (     ̅)  
   √∑ (    ̅)  

   

           (2.8) 
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2.5.2.5 Feature Selection 

Feature selection is one of the methods for dimensionality reduction. Real-

world datasets include a dense of information. They often have high-

dimensional characteristics. However, not all characteristics are helpful for 

clustering methods. In addition high-dimensional features not only lengthen the 

computing time for machine learning, but also raise the chance of overfitting. 

Dimensionality reduction seeks to minimize the dimensions of data by collecting 

a collection of primary data or deleting duplicate and dependent characteristics. 

It converts the characteristics of a high-dimensional space to a low-dimensional 

space. It might be used to minimize complexity, prevent overfitting, and lessen 

the impact of outliers. Selecting valuable features from the original features or 

removing unnecessary or superfluous characteristics from the original dataset is 

the purpose of feature selection. In the categorization of medical images, 

reducing the number of characteristics decreases diagnostic costs and time 

[111]. There are several methods that can be utilized to apply feature selection 

(i.e., filter method, wrapper method, and embedded method). The filter method 

includes selecting a subset from the dataset that contains only relevant features 

by using filtering methods such as Pearson correlation. The wrapper method is 

more accurate than the previous one as it uses machine learning algorithms for 

evaluating features, but it needs more processing time. The embedded  technique 

involves adding and removing features based on the performance of the model 

[106]. 

2.5.2.6 Classification 

The critical step in the processing of images is classification. It is the last step 

of an image's feature detection process [112]. It is used to categorize features 

into many classes according to various properties and is crucial for medical 

imaging, particularly for the detection and identification of tumours, as well as 

for many other applications including robotics and voice recognition [113]. 
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 Machine learning algorithms can be classified mainly into three types, 

supervised learning (SL), unsupervised learning (USL), and semi supervised 

learning (SSL). The first type requires training through a labelled dataset that 

contains inputs and output as a target. In this type, there are three phases, the 

training phase, validation phase and the testing phase. In the training phase, the 

model in SL is first built through data that are labelled manually by human 

intervention, in the validation phase, the trained model is examined to determine 

the best model parameters, and then testing phase, new data that are not seen by 

the model will be used to test it [114]. Cross-validation is often used as part of 

the process of assessing different machine learning methods. It is an assessment 

of how well the model will be able to forecast data that will occur in the future. 

The procedure known as cross-validation begins by separating a dataset into two 

distinct groups. The first portion is used for the purpose of instructing an 

algorithm, and the second portion is utilized for assessing the efficiency of the 

method. One of a typical technique for cross validation is k-fold, where data is 

randomly divided into k folds (usually k is 10). Nine parts of k are used to train 

a model while one part is utilized for evaluating the model. The second type of 

machine learning algorithm, which is USL, there is no need to train a model. 

The data samples are classified based on common features of these samples; this 

type is suitable when there is no labelled data. There is another type of machine 

learning that is placed between the two aforementioned types, this type called 

Semi-Supervised Learning (SSL) that needs a few samples of labelled data that 

are used to label unlabelled samples. The SL algorithms can be used to solve 

problems of classification and regression. Classification is a learning process 

that deals with discrete data and classifies them into classes [115]. In the USL, 

clustering is used to solve the problem of identification of samples based on 

common characteristics. There are many algorithms that are utilized by 

researchers or developers to solve problems of classification and identification 

of samples automatically and rapidly. Support vector machine (SVM), K- 
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nearest neighbour (K-NN), naïve bayes (NB), random forest (RF) are the most 

famous algorithms that are used to identify breast cancer tumors [116]. Figure 

2.11 shows the main types of machine learning approaches. In the below, we 

will briefly explain random forest and support vector machine. 

 

 

Figure 2. 11 Machine learning approaches 

 

 Support Vector Machine (SVM)  

Support vector machine is a supervised machine learning approach used for 

data categorization. SVM is based on the concept of a hyperplane that separates 

a dataset into two groups in the best way possible. SVM has been used to solve a 

variety of issues, including pattern identification in bioinformatics and cancer 

detection. The separating hyperplane can be linear or non-linear. In the case of a 

linear function, SVM calculates the linear decision function in the gap that lies 

in the center of the two classes by categorizing all of the training data points and 

positioning the decision function as far as possible from the provided data 

points. In addition, SVM employs a non-linear mapping approach to translate 

the original training data into a higher dimensional form. To reduce 

classification mistakes, the classification must be done separately for each class 

[117]. 

SVM works by projecting data points from a given two-class training set onto 

a higher-dimensional space and finding the best hyperplane. The one that 
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isolates the data with the greatest margin is the ideal one. Support vectors are 

data points identified by SVM that are close to the ideal separation hyperplane. 

The margin of the SVM classifier is defined as the separation between the 

closest positive and negative data points and the separating hyperplane [118]. 

SVM schemes are shown in Figure 2.12: 

 

 

Figure 2. 12 SVM schemes (A) Linear (B) Non-linear [119] 

 

 Random Forest (RF) 

Random forest is a well-known machine learning algorithm that uses the 

supervised learning method, it may be utilized for both classification and 

regression issues. It is based on ensemble learning, which is a method of 

integrating several classifiers to solve a complicated issue and increase the 

model's performance. RF is a technique that used widely in large datasets 

efficiently and quickly [120]. The technique relies on principle of ensemble 

learning that creates various classifiers and merges their results [121]. The 

performance of a single classifier is less than of multiple weak classifiers that 

both using the same dataset. RF is a type of ensemble approaches that classifies 

new instances through constructing many decision trees and majority voting. In 

this algorithm, an entire set of features is divided into many subsets and each 

one represents a decision tree that selected randomly [122]. 
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RF prevents overfitting by calculating the average of all projections and 

cancelling out the biases. It can also manage missing values by replacing 

continuous variables with median values and determining their proximity-

weighted average. Furthermore, it encourages the adoption of the most 

contributory characteristics for the classifier. RF is stable in high-dimensional 

environments and with a large amount of training data [123]. 

This technique gives more accuracy than a single decision tree, can handle 

datasets including a large number of predictor variables, and it may be used for 

variable selection. It is important to highlight the efficiency of random forest in 

a variety of fields, including the categorization and detection of the most 

relevant variables in ecology, breast cancer diagnosis and prognosis, and 

genomic data applications [124]. Figure 2.13 represents the RF mechanism: 

 

Figure 2. 13 The mechanism of RF [125] 

 

2.6 Evaluation Metrics 

Evaluation metrics are statistics that are used to assess the performance of 

each machine learning algorithm, some algorithms can provide a good result on 

a certain dataset or a class while performing poorly on the other group of data or 

other classes, and thus there is not a particular way to select the optimal 
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algorithm. The primary objective of estimating the classification model is to 

provide an accurate assessment of the quality of the model's performance [126]. 

The confusion matrix, accuracy, error rate, receiver-operating curve (ROC), area 

under the ROC curve (AUC), sensitivity, specificity, precision, and the F1 score 

are some of the methods used to evaluate classifiers.   

2.6.1 Confusion Matrix 

The confusion matrix is a specialized table that depicts the classifier's 

performance. In the machine learning approach, a confusion matrix is often 

referred to as the error matrix. Depending on the data type, an image area is 

either positive or negative. Moreover, a choice based on a detected result may be 

valid (true) or invalid (false). As a result, the decision will thus fall into one of 

four categories, which are defined as below [127]:  

 True Positive (TP): is a positive instance correctly diagnosed as positive. 

 True Negative (TN): is a negative instance correctly diagnose as a negative. 

 False Positive (FP): is a negative instance incorrectly detected as a positive. 

 False Negative (FN): is a positive instance incorrectly detected as a negative.  

The relation between positive class and negative class predictions can be 

depicted as a 2×2 confusion matrix in Table 2.1, which tabulates whether the 

obtained prediction falls into one of four categories. The right choice is 

represented by the diagonal of the confusion matrix [128]. 

Table 2. 1 Confusion matrix 

Predicted Classes 

A
ct

u
a
l 

C
la

ss
es

  Positive Negative 

Positive TP FN 

Negative FP TN 
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Accuracy: is a metric that determines the probability that how many samples 

(positive and negative) are correctly identified. The best accuracy is 1, whereas 

the worst is 0. With the 2×2 confusion matrix, the formula of prediction 

accuracy is shown in Eq. 2.9.  

Accuracy = 
     

           
                                                             (2.9) 

2.6.2 Receiver Operating Characteristic (ROC)  

The ROC curve is a visual representation of a plot that demonstrates how well 

a binary classification model performs. It is produced by graphing the true 

positive rate (TPR) versus the false positive rate (FPR) at a variety of 

discriminating thresholds. The TPR is also known as the sensitivity or recall, 

and the FPR may be computed as the product of the specificity and the 

sensitivity. If the discriminating threshold of the model is altered, the confusion 

matrix may take on a new appearance, and a new point may be shown on the 

ROC curve. 

A random binary classification model's ROC curve would look as a diagonal 

line extending from (0, 0) to the point where the model stopped making 

predictions (1, 1). Any curve that is located above the diagonal line is indicative 

of a good classification model that is superior to random, but any curve that is 

located below the diagonal line indicates that the model is inferior to random. A 

perfect binary classification model would provide a straight line from (0, 1) to 

(1, 1) as the output. This would indicate that the model has a sensitivity of 100% 

and a specificity of 100%. 

The area under the ROC curve is referred to as the AUC and its value is 

always between 0 and 1. When examining binary classification models using the 

ROC curve approach, one might reach the conclusion that a greater AUC 

indicates a superior model. The AUC for a random classifier is 0.5, whereas an 

excellent model has an AUC that is near to 1. In situations when the AUC is less 
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than 0.5, the model has a tendency to reverse the classes [129]. Figure 2.14 

depicts a schematic representation of a ROC curve and AUC. 

 

Figure 2. 14 Schema of ROC curve and AUC: red line: a perfect classifier, blue curve: a great 

classifier, yellow line: a random classifier, and shaded area: AUC for the random classifier 

[129] 

 

Sensitivity (Recall): measures the rate of true positives that are correctly 

identified as positive. Its formula is in Eq. 2.10 [130]. 

Sensitivity =  
  

     
                                                                                        (2.10) 

Specificity: measures the rate of true negative cases that are correctly 

identified as negative and its formula is as in Eq. 2.11. The range of these 

parameters is from 0 to 1, when the values close to value 1, they are being more 

desirable [131].  

Specificity = 
  

     
                                                                                        (2.11) 

2.7 Synthetic Minority Oversampling Technique (SMOTE) 

In many different domains, like credit card fraud, medical diagnosis, and 

others, consists of imbalance data. The unbalanced data is caused by an unequal 

balance in the amount of positive and negative cases, or binary class labels, in a 

dataset. It is one of the most difficult aspects of classification using machine 
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learning since the classification is biased toward the majority class and performs 

poorly according to the receiver operator characteristic curve (ROC). 

Imbalanced data can provide high accuracy of testing results since the testing 

sample will simply be categorized to the majority class, which inhabited a high 

proportion of the entire population. It is a significant problem because the 

primary focus in dataset is on the minority class. As a result, any errors in data 

classification or inability to detect the true negative in even one of the data may 

provide a difficulty for the case study [132]. 

An unbalanced dataset has considerably lower number of training cases for 

one class than for another. In accordance with this, the former is referred to as 

the minority class and the latter as the majority class. Most common learning or 

classification algorithms have a tendency to classify the majority class with a 

high accuracy rate and the minority class with a low accuracy rate for an 

unbalanced dataset. Due to these disparities in accuracy rates, the classifier 

performs poorly when identifying minority class samples. As a result, one of the 

major challenges in classification research is classifying an unbalanced dataset. 

Minority class samples are more crucial to identify than majority ones in many 

applications. 

Re-sampling, also known as dataset reconstruction, is the practice of 

modifying the distribution of training set samples via data processing in order to 

enhance classification performance by lowering the dataset's imbalance. This 

strategy incorporates oversampling, under sampling, and other mixed sampling 

strategies [133]. In under sampling, the number of occurrences for a majority 

class is decreased such that it is equal to or comparable to that of the minority 

class. In oversampling, the number of instances in the minority class is raised 

such that it is equivalent to or comparable to the majority class [134]. Given that 

minority class samples of the original data are replicated, over-sampling may 

lead to border or noisy data, increase processing time, and result in inefficient 
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over-fitting [133]. In this context, overfitting refers to the machine learning 

algorithm's inability to generalize to a new dataset due to its best adaptation to 

the training set (e.g., test set). An easy technique to detect overfitting is to 

compare the results on the training and testing sets. If the accuracy on the 

training set is much greater than the accuracy on the testing set, then the 

algorithm is overfit [134]. Chawla introduced SMOTE, which stands for 

synthetic minority oversampling technique and is a robust over-sampling 

method that is most commonly used to balance skewed data in machine learning 

[135]. The SMOTE approach randomly generates new instances of a minority 

class from the minority classes nearest neighbors. In addition, these instances 

are utilized to examine the different characteristics of the original dataset and are 

regarded as the original instances of the minority class [136]. The hybrid-

sampling methods combine more than one sampling methodology to overcome 

the drawbacks of every sampling technique [137]. 

2.8 Mammographic Databases 

A variety of well-known databases for mammographic image analysis have 

been developed. Some datasets have been made publicly available, while others 

have been kept private by a group of academics. The MIAS database and the 

DDSM database are the most commonly used datasets. The following is a more 

detailed database description. 

2.8.1 Mammographic Image Analysis Society (MIAS) 

Mammographic image analysis society (MIAS) has created a database that is 

made up of digitized versions of mammograms. Prior to the process of 

digitalization, the United Kingdom National Breast Screening Programme 

provided us with the original X-ray film that we gathered. The database is 

accessible at http://www.wiau.man.ac.uk/services/MIAS/MIASweb.html. The 

Mini-MIAS is a compact version of the MIAS dataset, in which the original 

images have been cropped. The dimensions of each image in the collection have 



Chapter Two   Theoretical Background 
 

58 

 

been adjusted to 1024×1024 pixels (8-bit resolution). There are a total of 322 

mammography images in the database, including 208 normal, 63 benign, and 51 

malignant mammograms. The radiologist's ground truth is also included in the 

database, but it may be accessed as a distinct text file. This file includes 

information on abnormality, severity (benign or malignant), and tissue density 

(fatty, fibroglandular, heterogeneously dense or extremely dense). A great 

number of academics in the past have made use of the database for the purpose 

of creating segmentation or classification algorithms [53]. 

2.8.2 Digital Database for Screening Mammography (DDSM)  

 The digital database for screening mammography (DDSM) is a resource 

available at http:// marathon.csee.usf.edu/Mammography/Database.html for the 

mammographic image analysis research community. A group of specialists from 

the University of South Florida produced the DDSM database. The DDSM 

database has 2,620 breast cases separated into 43 volumes. In each case, each 

breast is imaged four times using two distinct slide perspectives MLO and CC. 

A typical DDSM database is 3000×4800 pixels in size. This comprises the kind 

of cancer (benign or malignant) and the wound location. The curated breast 

imaging subset of DDSM (CBIS-DDSM) database includes pixel-by-pixel 

annotations for ROI, which consists of tumours, calcifications, and disease 

pathology (benign or malignant). In addition, each ROI is identified as 

calcification or mass. The majority of mammograms have just one ROI [138]. 
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3.1 Introduction 

As described in chapter two, segmentation and classification of 

mammography images are vital steps in the detection and diagnosis of breast 

cancer. In order to recognize the abnormalities of breast cancer, numerous 

researchers have suggested various algorithms. In fact, computers are capable of 

separating different parts of an image and extracting suspicious areas ROI from 

medical images using a wide range of methods. 

This chapter can be divided into two approaches: The first approach discusses 

the methodology of the new detection technique for micro-calcifications in 

mammogram images using the proposed multi-points (seeds) region growing 

method, and the second approach argues the methodology of improving breast 

cancer classification using the SMOTE technique and pectoral muscle removal 

in the mammogram images of the Mini-MIAS dataset. 

3.2 Image Processing Based CAD Systems 

Computer-Aided Detection/Diagnosis (CAD) is defined as the ability to 

utilize a computer system in medical diagnosis. Most CAD systems are intended 

to help detect breast cancer using mammograms. However, the images must be 

in the appropriate digital format first, in order to be useful as an input to a CAD 

system. Thus, the first role of image processing is often simply the digitization 

of an existing mammogram. 

However, this is frequently the first step, as subsequent image processing is 

used to improve the image's quality before identifying, separating, or otherwise 

marking the image elements or features of interest. 

The process of separating the abnormal from the normal part is known as 

segmentation. Each recognized region reflects the information to which it 

belongs as well as structuring features that distinguish the abnormality. The 
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primary goal of segmentation in this CAD model is to separate mass or micro 

calcification from breast tissue.  

Radiologists depict masses or micro-calcifications by their texture properties. 

In CAD, classification is used to predict the type of mass as benign or malignant 

based on the extracted set of features. Figure 3.1 shows the system architecture 

for breast cancer detection. 

 

 

Figure 3. 1 System architecture for breast cancer detection 
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3.3 Proposed Method 1: Segmentation using K-means Clustering and 

Optimized Region-growing Technique 

This method introduces a useful pixel-based technique for region-growing. 

Due to the nature of the calcifications, which can be sporadic, multi-points have 

been utilized to detect calcifications in more than one region of the breast, which 

cannot be determined by using the standard region growing algorithm. On the 

other hand, using an initial seed point increases the computing cost and 

execution time. 

The proposed methodology involves multiple steps, including image 

processing techniques. The first step is the image acquisition from the dataset 

collected in the curated breast imaging subset of the digital database for 

screening mammography (CBIS-DDSM), where regular and irregular 

mammograms are collected. The optical mammograms are then preprocessed by 

Gaussian filters and pre-segmented using k-means clustering for noise reduction. 

The images are further processed using the proposed multi-points (seeds) region 

growing method to extract the ROI, which targets breast micro-calcifications 

(MCs). For feature extraction, the ROIs are then processed where a collection of 

texture features are extracted using Haralick texture characteristics. Then the 

extracted textures are further fed into the SVM classifier. In Figure 3.2, the 

detailed processes of the proposed model are demonstrated. 
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Figure 3. 2 Flowchart of the proposed method 
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3.3.1 Data Acquisition  

 The curated breast imaging subset of DDSM (CBIS-DDSM) dataset is 

available at [139], which includes the digital images fed to the proposed method. 

The DDSM database has 2,620 breast cases separated into 43 volumes. In each 

case, each breast is imaged four times using two distinct slide perspectives MLO 

and CC. A typical DDSM database is 3000×4800 pixels in size. This comprises 

the kind of cancer (benign or malignant) and the wound location. The images 

were decompressed and saved in DICOM format.  

In this work, 440 digital mammograms of breast micro-calcification 

containing benign and malignant severity were used in craniocaudal (CC) views 

for training and testing purposes. This collection comprises 329 benign cases 

and 111 malignancy cases in both left and right breasts. 

3.3.2 Pre-processing  

 The preprocessing consists of two steps: the first step is resizing, and the 

second step is filtering the mammogram image. 

 First step (Resizing): The mammography images are high resolution images 

that include small features of interest and need to be scaled down to enable 

better transport and processing. In order to effectively reduce the size of the 

mammography without affecting its quality or regions of interest, the bilinear 

interpolation approach is applied. Bilinear interpolation is determined by 

taking a weighted average of the four neighboring pixels to calculate its final 

interpolated value. The final image is significantly smoother than the original. 

When all known pixel distances are equal, then the interpolated value is 

simply their sum divided by four. This technique interpolates in both 

horizontal and vertical directions. The interpolation kernel for bilinear 

interpolation is given by [140]:  
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u(x) = {
      

          
                (3.1) 

Where x = distance between interpolated point and grid point. 

 Second Step (Filtering): The noise is an unwanted phenomenon that is 

inherent to many image acquisition and transmission sources. Due to various 

interferences, noise has a negative impact on the quality of the image. In order 

to suppress unwanted noise, smoothing filters are often applied to the image 

to enhance its quality while attempting to preserve as many important details 

as possible in the image.  

In this step, the pre-processing method utilizes a Gaussian filter to remove 

noise and soften the images. Figure 3.3.a is the original image, and Figure 3.3.b 

shows the effect of applying a Gaussian filter to the image. 

A Gaussian filter is a low pass filter that is used to reduce noise and blur 

image regions. To get the desired effect, the filter is built as an odd sized 

symmetric kernel (DIP version of a matrix) that is passed through each pixel of 

the image. The filter uses a kernel to perform a convolution filter, which is 

calculated using the kernel 2D method and then transformed to an integer 

sharpening kernel. First, the integer kernel from kernel 2D is calculated by 

dividing all elements by the element with the smallest value. A Gaussian filter 

can be thought of as an approximation to the Gaussian function (mathematics). 

When applying the Gaussian filter to an image, we first define the size of the 

kernel (11 × 11) that will be used to blur the image. Because the sizes are 

generally odd, the overall results can be computed on the middle pixel. Also, 

because the kernels are symmetric, they have the same number of rows and 

columns. The Gaussian function is used to compute the values within the kernel, 

which is as follows: 

 (   )   
 

    
 

 
     

                             (3.2) 
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Where, 

x: x coordinate value 

y: y coordinate value 

 : Mathematical Constant PI (value = 3.14) 

σ: Standard Deviation (sigma) 

The role of sigma in the Gaussian filter is to control the variation around its 

mean value. Therefore, as the sigma becomes larger, the more variance is 

allowed around the mean and as the sigma becomes smaller, the less variance is 

allowed around the mean. We adopted the sigma value of 4. 

3.3.3 Pre-segmentation (Denoising) 

Usually, medical images contain some symbols, words, or letters that show 

the type or some of the medical-physical characteristics of the image. This is 

generally considered image noise and may affect classification accuracy. To 

overcome these problems denoising is used. This process goes through three 

stages: 1- K-means clustering, 2- Eliminate noise objects and 3- Recover the 

important area. Figure 3.3 (c, d, e) illustrates the process of applying these steps. 

 

             (a)                     (b)                     (c)                      (d)                      (e) 

Figure 3. 3 The preprocessing and pre-segmentation steps: (a) Original image (b) Gaussian 

filter (c) Applying k-means (d) Erosion filter and (e) Breast area retrieval 
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3.3.3.1 K-means Clustering  

K-means is a simple learning technique for solving the well-known clustering 

problem. K-means split a set of data into k number groups. The k-means 

algorithm is divided into two stages. In the first stage, it computes the k 

centroid, and in the second phase, each data point is assigned to the cluster that 

has the closest centroid to it. Once the grouping is complete, it recalculates the 

new centroid of each cluster and, based on that centroid, calculates a new 

Euclidean distance between each center and each data point and assigns the 

cluster points with the lowest Euclidean distance. Each partition's cluster is 

defined by its member objects and centroid. The centroid of each cluster is the 

point at which the total of distances between all the objects in that cluster is 

minimized. Finally, the goal of this algorithm is to minimize the sum of squared 

distances between all points and the cluster center. The objective function is as 

follows [101]: 

d =    (   )       
                                                              (3.3) 

(  )   
 

 
∑ ∑  (   )  

   
  
                  (3.4)  

Let us consider an image with resolution of x×y and the image has to be 

cluster into k number of cluster. Let p(x, y) be an input pixels to be cluster and 

  be the cluster centers. The algorithm is composed of the following steps:  

Step 1 Place 3 points into the space represented by the objects that are being 

clustered. These points represent initial group centroids k = 3. 

Step 2 For each pixel of an image, calculate the Euclidean distance d between 

the center and each pixel using the relation given in Eq. 3.3. 

Step 3 Assign each object to the group that has the closest centroid. 

Step 4 When all objects have been assigned, recalculate the positions of the K 

centroids using Eq. 3.4. 
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Step 5 Repeat steps 2 to 4 until the centroids no longer move. This produces a 

separation of the objects into groups, from which the metric to be minimized 

can be calculated. 

At this stage, the image is divided into a group of converged areas in color 

intensity, and as a result, the background of the image will be isolated from its 

components more clearly. Also, the noise in the images will be isolated from the 

rest of the image components, which facilitates the process of cutting them later. 

Figure 3.4 illustrates the process of applying k-means clustering. 

 

(a)                                          (b) 

Figure 3. 4 The k-means clustering process: (a) Original image (b) Applying k-means 

 

3.3.3.2 Eliminate Noise Objects 

Morphological image processing is a collection of non-linear operations 

related to the shape or morphology of features in an image.  A morphological 

operation is used to rearrange the order of the pixel values, which operates on 

structuring elements and input images. Structuring elements are attributes that 

probe features of interest. Erosion is an essential operation used here, and during 

erosion, the rock bottom value is chosen by comparing all the pixel values in the 

region of the input image with kernel (3×3). 
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After dividing the image in the previous step into specific areas of converging 

intensity in color and isolating them from the background, the extra foreign 

objects that cause noise in the image are cut off by erosion. Thus, we have an 

image that contains only the breast area without any noise as shown in Figure 

3.5, this area will be used to restore the breast area from the original image, 

which we call the breast area mask. 

 

 
(a)                                   (b) 

Figure 3. 5 The eliminate noise object process: (a) Applying k-means (b) Erosion filter 

(breast area mask)  

 

3.3.3.3 Recover the Important Area 

 It is the last step in the pre-segmentation stage. The mask that was produced 

in the previous step is relied on and applied to the original image to restore the 

equivalent area of the mask, then neglect the components of the image and 

consider it as background for the area resulting from the retrieval process. 

Figure 3.6 demonstrates the area of the retrieved breast. 
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(a)                                      (b) 

Figure 3. 6 Recover the important area process: (a) Erosion filter (breast area mask)  

(b) Breast area retrieval  

 

3.3.4 Segmentation 

The segmentation method separates benign and malignant areas of digital 

mammograms into non-overlapping segments from the background portions. 

The region-based strategies find a seed point and growing regions until a 

criterion of homogeneity is reached. 

This method presents an effective variant of the region-growing pixel-based 

technique that produces optimal seeds and thresholds. Due to the nature of the 

calcifications, which may be sporadic, multi-points (seeds) have been used to 

determine the calcifications if they are in more than one region of the breast, 

which cannot be determined when using the traditional region-growing 

algorithm. Figure 3.7 depicts the segmented image of micro-calcifications.  
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                                  (a)                                   (b)                              (c) 

Figure 3. 7 The segmentation process: (a) Breast area retrieval (b) Segmented area and (c) 

ROI 

 

In the following the main steps for generating optimal seeds using multi-

points (seeds) region-growing segmentation is presented:  

 Let mammogram values be a list of mammogram pixel values (it will contain 

all the pixel values in the image without duplicating). 

 Sort mammogram pixel values in descending order. 

 Determine the segmentation threshold, which will determine the approved 

values from the list and which will be adopted in the segmentation process. 

This is done by dividing the sorted mammogram values into 10 sections and 

adopting the first section of it (higher values), which will represent the list of 

segmentation values or seed points. 

 For each pixel in the mammogram image, if the pixel value belongs to the 

segmentation values, then the pixel will be adopted, otherwise, the pixel will 

be discarded. 

 For each adopted pixels generated from the previous step: 

 Check the neighboring pixels and add them to the region if they are equal 

or upper to the seed intensity value. 
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 Repeat the previous step for each of the newly added pixels; stop if no 

more pixels can be added. 

The algorithm for the multi-points region-growing method is presented 

below: 

Algorithm 3.1 Optimized Region Growing 

Input: Digital Mammogram Image (M) 

Output: Segmented Image (S) 

Local Variables  

W = Digital Mammogram Image width 

H = Digital Mammogram Image height 

MammValues<>: list of Mammogram pixel values 

SegmentationValues<>: list of segmentation threshold values  

Begin  

Step 1  

Aggregation (M) 

For i   1 to W do 

For j  1 to H do 

If (! MammValues.Contains(M(i,j)) 

MammValues.Add(M(i,j)) 

End 

End 

End  

Step 2  

Sort (MammValues) 

Step 3  

Determine thresholds (MammValues) 

For i  1 to (MammValues.Count / 10) do 

SegmentationValues.Add(MammValues[i]) 
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End 

Step 4  

Segmentation (M, SegmentationValues) 

For t  1 to SegmentationValues.Count do 

Apply region growing 

End 

Return S 

End 

 

3.3.5 Features Extraction 

Features of the image show the current attributes and characteristics. The 

extracted features utilized for classification should be identifiable, effective, and 

autonomous.  

In the first step of features extraction, statistical textural analysis-features 

including cross-correlation coefficient and Pearson correlation information from 

the comparison of the denoising image with the segmented image intensities 

extracted. 

 Cross-Correlation Coefficient: It is a measure of similarity of two series as a 

function of the displacement from one another. The cross-correlation 

coefficients are more robust to changes in illumination than the mean square 

error (MSE). 

Cross-Correlation Coefficient = 
∑ (     ̅)(     ̅) 

   

√∑ (     ̅)  
   

                                             (3.5) 

Where,  

n: is sample size 

xi , yi: are the individual sample points indexed with i 

 ̅   
 

 
∑   

 
   : (the sample mean); and analogously for  ̅ 
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 Pearson Correlation Coefficient: Pearson correlation in statistics is defined 

as a measure of the strength of a relationship between two variables and their 

correlation with one another. Pearson's correlation coefficient computes the 

effect of a change in one variable when the other variable changes. 

Pearson Correlation Coefficient = 
∑ (     ̅)(     ̅) 

   

√∑ (     ̅)  
   √∑ (    ̅)  

   

                                    (3.6) 

Where, 

n: is sample size 

xi , yi: are the individual sample points indexed with i 

 ̅   
 

 
∑   

 
   : (the sample mean); and analogously for  ̅ 

Then, the average area of segmented spots was obtained. In this extraction 

process, the average area is calculated which represents the average of the 

infected areas. Suppose that B = {B1, B2, ..., BN} is the set of segmented blobs, 

where N is the number of the blob segmented from the mammograms. 

Average Area = 
∑     (  )

 
   

 
                                                                       (3.7) 

In the second step of feature extraction, the proposed method utilizes a 

collection of texture features based on Haralick's texture analysis concepts, 

where 26 texture features are extracted. The features are: Angular second 

moment, contrast, correlation, variance, inverse difference moment, sum 

average, sum variance, sum entropy, entropy, difference variance, difference 

entropy, first information measure, second information measure, and invariance 

were achieved for each of these 13 features by averaging them over the four 

directional co-occurrence matrices [107].  

Thus, for training the classifier, a collection of 29 features was extracted (two 

features from the first step, 26 features from the second step, and the average 

area). The statistics formulas for the haralick features are listed below:  
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1. Angular Second Moment [asm]: is a measure for image homogeneity. 

f1 = ∑ ∑ (
 (   )

 
)
   

   

  

   
  ∑ ∑  (   ) 

               (3.8) 

Where,  

Ng is the number of gray levels, p is the normalized symmetric GLCM of 

dimension Ng×Ng, and p(i,j) is the (i,j)th element of the normalized GLCM. 

2. Contrast [con]: is a measurement of the local variances present in an image. 

f2 = ∑       

   {∑ ∑          (   )
  

   

  

   
}   ∑       

   
    ( )         (3.9) 

3. Correlation [cor]: The linear dependence of the gray levels of neighboring 

pixels is measured by correlation. 

f3 = 
∑ ∑ (  ) (   )     

  
   

  
   

    
   (3.10) 

Where,  

μx, μy, σx, σy are the means and standard deviations of px and py. 

4. Sum of Squares variance [var]: The dispersion of the gray level distribution 

is measured by variance. 

f4 = ∑ ∑ (   )   

   

  

   
 (   )             (3.11) 

5. Inverse Difference Moment [idm]: measures the local homogeneity of an 

image. 

f5 = ∑ ∑
 

  (   ) 
  (   )

  

   

  

   
              (3.12) 

Where,  

The term (i-j)
2
: weighting factor ( a squared term). 

6. Sum average [sav]: is the image's average value for intensity. 

f6 = ∑      
   

   
( )              (3.13) 
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7. Sum variance [sva]: is a measure of the intensity variation around the mean. 

f7 = ∑ (    )
    

   
    ( )             (3.14) 

8. Sum entropy [sen]: 

f8 = ∑     ( )    (
   

   
    ( ))            (3.15) 

9. Entropy [ent]: measure the randomness of intensity value. 

f9 = ∑ ∑  (   )    ( (   ))
  

   

  

   
            (3.16) 

10. Difference variance [dva]: calculate the difference in variances between the 

two response variables. 

f10 =                                (3.17) 

11. Difference entropy [den]: 

f11 = ∑     ( )
    

   
    (    ( ))            (3.18) 

12. First information measure of correlation: 

f12 = 
       

    (     )
                         (3.19) 

13. Second information measure of correlation: 

 f13 =        (  (        )) 
 

 ⁄                       (3.20) 

In this section, a sample is shown of the obtained results. It displays a 

comparison of some extracted features of the segmented images. Figure 3.8 (a, 

b, c, and d) shows the distribution of the angular second moment, variance, first 

information measure, and cross-correlation coefficient values for a group of 30 

segmented samples for every two classes (malignant and benign), and illustrated 

the extracted features that can be used to distinguish and observed the values of 

the malignant tissue differed from the values of the benign tissue. 
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Figure 3. 8 (a) Angular second moment values of malignant and benign samples 

 

Figure 3.8 (b) Variance feature values of malignant and benign samples 

Figure 3.8 (c) First information measure feature values of malignant and benign samples 
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Figure 3.8 (d) Cross-Correlation Coefficient feature values of malignant and benign samples 

 

3.3.6 Support Vector Machine Classifier  

SVM is an effective statistical learning method for classification, which seeks 

to minimize the upper bound of the generalization error based on structural risk 

minimization. The working principle of the support vector machine is based on 

marginal calculations [141].   

In this method, the Gaussian kernel function is used for transformation. A 

kernel function is a method for taking input data and transforming it into the 

needed form of processing data. In general, the kernel function transforms the 

training set of data so that a non-linear decision surface can transform to a linear 

equation in a higher number of dimension spaces. Basically, it returns the 

interior result between two points in a standard feature dimension.  In the 

following the support vector machine classifier pseudocode is presented:  

Algorithm 3.2 Support Vector Machine Classifier 

Input: Dataset D 

Output: Confusion Matrix, Validation 

Step 1  (Divide the dataset into training and testing) 

Training   Split (D, size = 0.8) 

Testing   Split (D, size = 0.2) 
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Step 2 (Algorithm training) 

SupportVectorMachine<Gaussian>.Learn (Training, Training_Output) 

Step 3 (Breast cancer prediction for the testing dataset) 

Prediction = SupportVectorMachine<Gaussian>.Decide(Testing) 

Step 4 (Extract classification results) 

Calculate Scores(Prediction, Testing_output) 

Compute Confusion Matrix(Prediction, Testing_output) 

Step 5 (Evaluation of results) 

Validate Model 

 

3.4 Proposed Method 2: Pectoral Muscle Removal and Solving Data 

Imbalance Problem  

This section proposes another approach in mammogram CAD systems for 

addressing two problems: pectoral muscle removal and data imbalance 

problems. 

The segmentation of the pectoral muscle is useful in mammography image 

processing because this muscle typically appears as a dense region of incidences 

in mediolateral oblique (MLO) views of the mammograms. This may affect the 

performance of methods for the automatic detection of lesions. 

Various image-processing techniques and segmentation algorithms have been 

used by researchers to analyze samples and enhance visual accuracy to discover 

and interpret regions of interest. In this model, the focus will be on removing the 

pectoral muscle to improve the segmentation process and solve the problem of 

data imbalance as in the Mini-MIAS dataset to avoid its impact on the accuracy 

of classification results. 
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The proposed method demonstrated in Figure 3.9, involves acquiring images, 

noise reduction, breast region differentiation, filtering (invert, subtract), pectoral 

muscle removal, segmentation, feature extraction, balancing the data in the 

feature space as well as performing the classification. In regards to the 

segmentation process, the proposed system performs many operations to 

improve the segmentation process, the most important of which is solving the 

pectoral muscle problem and ensuring that it does not appear which affects the 

efficiency of extracting characteristics and thus improves the performance of the 

classification process. Then, the proposed system solves the imbalance problem 

in the Mini-MIAS dataset utilizing SMOTE technique to raise the classification 

efficiency. 
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Figure 3. 9 Flowchart of the proposed method  
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3.4.1 Data Acquisition 

The mammographic image analysis society (Mini-MIAS) is a freely 

accessible dataset for scientific purposes. The proposed model makes use of 322 

mammography images, 280 of which are benign, while the remaining 42 are 

malignant in MLO views of both the left and right breasts. The database was 

compressed to a 200 micron pixel border and padded so that all images were 

1024×1024 pixels in size. The images are saved in grayscale in the JPG format. 

3.4.2 Pre-processing 

Mammogram preprocessing is one of the primary steps in a CAD system. In 

the preprocessing step, the unwanted objects are removed from the 

mammograms, which include annotations, labels, and background. The 

preprocessing helps the localization of region for abnormality search. In 

mammogram preprocessing, one of the major challenges is accurately defining 

the pectoral muscle (PM) boundary from the rest of the breast region. The PMs 

are mostly present in the MLO views of the mammograms.  

Original mammogram images are binaries by a special threshold technique 

(Threshold = 20) that blacks the background only in order to separate it from the 

mammogram image content. Then, a morphological erosion operation is 

performed to remove small regions. Two sets of data are fed into the erosion 

operator. The first step is to erode the image. The second is a set of coordinate 

points known as a structuring element (also known as a kernel (3 × 3)), which 

specifies the precise effect of the erosion on the input image. The filter assigns 

the minimum value of the surrounding pixels to each pixel of the resultant 

image. Surrounding pixels, which should be processed, are specified by the 

structuring element: (1) to process the neighbor, (-1) to skip it. 
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3.4.2.1 ROI Segmentation  

In the cropping steps, the process of determining the breast region (region of 

interest) is carried out, and it depends on the direction of the breast and the 

intensity of the pixels, which is in two steps: The first is to determine the 

beginning and end of the breast region (left and right), where the maximum 

width of the breast is adopted. The second step includes determining the (top 

and bottom) of the breast region, at the top, the highest point belonging to the 

breast region is approved. As for the bottom, the end of the breast is determined 

and approved as a lower point for the region of interest. Thus, the area of the 

breast that is confined between the four points is adopted, and the cropping is 

performed. 

3.4.2.2 Pectoral Muscle Removal 

To produce a subtracted image, the obtained breast image was inverted. Then 

the segmented breast region is subtracted from the inverted image. Depending 

on the direction of the breast, the pectoral muscle appears in the left-top corner 

or right-top corner of MLO images, and in comparison to the main breast tissue, 

they have higher density values. In order to improve the segmentation process 

and the classification performance, an automated method for pectoral muscle 

removal is presented. A mammogram is clustered with the k-means clustering 

algorithm (k=7) before applying the steps of the procedure for removing the 

pectoral muscle that has been proposed. 

The method is divided into three phases: The alignment of the breast is 

determined in the first phase; mammograms are either right or left-aligned. The 

orientation is determined by examining the pixels intensities at the top of the 

image (left and right), the intensity values are compared on both sides to 

determine the orientation of the breast. Where the direction of the breast is 

opposite to the direction that contains the pixels with higher intensity. In the 
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second phase, a triangle is placed over the mammogram image to isolate the 

main breast region from the pectoral muscle.  

Determining the dimensions of the triangle and its three points depends on the 

direction of the breast and perform as follows: 

 The first point (beginning): If the direction of the breast is to the right, the 

pectoral muscle will be located at the top left of the image, then we will take 

the first point from the top left corner of the image, and vice versa. 

 The second point (muscle width): to determine the second point of the 

triangle, the intensity of the pixels at the top of the image (horizontally) was 

checked according to the direction of the breast. In the case where the 

direction of the breast is to the right, the examination of the pixel intensity is 

carried out from the right. If the intensity of the pixel is increased from lower 

to higher, this will be the beginning of the pectoral muscle area and the 

second point of the triangle. 

 The third point (muscle length): to determine the third point of the triangle, 

the intensity of the pixels along the length of the image (vertically) was 

checked according to the direction of the breast, where the pectoral muscle 

will be located on the opposite side of the breast direction, and its value 

depends on the value of the second point. In the case where the direction of 

the breast is to the right, the examination of the pixel intensity is carried out 

from the top left corner toward the bottom. If the intensity of the pixel is 

decreased from higher to lower, this will be the end of the pectoral muscle 

area and the third point of the triangle. Since the length of the triangle = the 

width of the triangle / 100 * the length of the image. 

Then to suppress the pectoral muscle, a seeded region growing algorithm is 

being used in the third phase, which will be applied only to the triangular 

defined in the second step that is used in this procedure. The similarity criteria 
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will be the higher intensity of pixels that belonged to the defined triangular 

minus 120.  

Figures 3.10 and 3.11 shows the process of removing the pectoral muscle in 

two cases (left and right), where (a) shows the subtracted image, then (b) defines 

the triangle resection, and (c) the image of the breast after removing the pectoral 

muscle. To eliminate the pectoral muscle we have applied a region growing 

method within the red triangle as seen in Figure 3.10.b, 3.11.b.    

 

(a)                                            (b)                                              (c) 

Figure 3. 10 Left pectoral muscle removal process: (a) Subtracted image (b) Defines the 

truncating triangle (c) Pectoral muscle removal  

 

 

 (a)                                             (b)                                                (c) 

Figure 3. 11 Right pectoral muscle removal process: (a) Subtracted image (b) Defines the 

truncating triangle (c) Pectoral muscle removal  
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3.4.3 Segmentation 

The primary goal of segmentation is to simplify the image so that it can be 

easily analyzed. The ROI was extracted from the original mammography image 

by suppressing the entire breast while excluding the pectoral muscle and any 

other artifacts. The final segmented unlabeled image is generated by 

superimposing the remaining breast area on the subtracted image. Segmentation 

is carried out to divide the images into uniform areas and extract the ROI. The 

segmentation process consists of two steps: in the first step, k-means clustering 

is applied to the obtained image after pectoral muscle removal. Then the 

thresholding algorithm is applied with an intensity threshold equal to 216. As a 

result of the threshold, each region with an intensity value above the threshold 

becomes white, and each region with intensity below the threshold becomes 

black. Finally, the suspicious mass area in the image is obtained, which 

represents the white area.  

3.4.4 Features Extraction 

In this process, the region of interest (ROI) is extracted for analyzing the 

image. It includes modifying the image from the lower level of pixel data into 

higher level representations. From these higher level representations we can 

gather useful information. Several types of image features have been examined 

and evaluated for classification applications. Fractal dimensions using pixel 

range calculation methodology, with three shape-based features i.e., eccentricity, 

solidity, and extent of the segmented region are collected. Then from the 

segmented suspicious mass region, seven-moment invariants are obtained. A 

feature vector is generated using a collection of shape-based, Hu moment-

invariant, and fractal dimension features derived from each segmented 

suspicious area.  

Hu moments (or rather Hu moment invariants) are a set of seven numbers 

calculated using central moments that are invariant to image transformations. 
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The first 6 moments have been proven to be invariant 

to translation, scale, rotation, and reflection, while the 7th moment’s sign 

changes for image reflection. 

In fractal dimension, the image of size M × M is divided into different box 

lengths L. The size L× L boxes with gray level L' are determined.  

 Nr is a 2D matrix that stores the number of boxes and their gray levels.  

The image's fractal dimension is precisely dependent on the size of the box. 

The reduction factor and gray level can be computed based on the box size as 

follows: 

r = L / M                                               (3.21) 

L/M represents the ratio of the box length to the image length. As a result, the 

reduction factor will be: 

1/r = M / L                  (3.22) 

Any image is represented by the cell counting method by the number of boxes 

with their gray levels. Here, L’ is the gray level that can be possible with L× L 

box size, which can be calculated as follows:  

Gray level L’ = L × G / M              (3.23) 

Where G has a value of 256 

Ri = Pi(max) − Pi(min) + 1              (3.24) 

Where Ri is the range of intensities and Pi is the pixel intensity.  

The gray levels covered by the intensity range can be determined as follows: 

Nr = Ri/L’                 (3.25) 

FD = log(Nr) / log(1/r)                 (3.26) 
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Where log (Nr) is the log of whole box covered by an image, log (1/r) is the 

reduction factor based on box length, and FD is the image's fractal dimension of 

images. 

Algorithm 3.3  Pixel Range Calculation (PRC) 

Input: Image  

Output: Estimated Fractal dimension  

Begin  

Step 1 Determining the length of the box. 

Step 2 Compute the reduction factor.  

Step 3 Separate each image into boxes.  

Step 4 Compute the gray level.  

Step 5 Determin the gray intensity range for each box.  

Step 6 Divide  the gray intensity range for each box using the gray 

level. 

Step 7 Determine the total box count.  

Step 8 Divide the total box count by the reduction. 

End 

 

3.4.5 Balancing the Data 

In the Mini-MIAS dataset, the number of observations coming from the 

malignant class is substantially less than those belonging to the benign class. 

The predictive model created utilizing typical machine learning methods may be 

biased and inaccurate in this situation. This happens because machine learning 

algorithms are normally designed to increase accuracy by reducing the number 

of errors. As a consequence, they don't consider the distribution of classes, their 

proportions, or the balance of classes. Because of that, employ synthetic 

minority over-sampling technique (SMOTE) to cover the impact of the 
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imbalance on the classifier's accuracy. A subset of data from the minority class 

is selected, and then new synthetic comparable instances are created. After that, 

the initial dataset is supplemented with these synthetic instances. The SMOTE 

algorithm is detailed below [142]:  

 For each sample, find the k- nearest neighbours, (k=3). 

 Choose samples from a k-nearest neighbour randomly. 

 Find new samples by multiplying the initial samples by the difference and by 

the gap of (0, 1). 

 Add the additional samples to the minority. Then, a new set is generated. 

 

Algorithm 3.4 SMOTE 

Input: Number of minority class samples z  

 Amount of SMOTE N % 

 Number of nearest neighbors K 

Output: (N/100) * z 

Local Variables 

N = (N/100) (The amount of SMOTE is assumed to be in integral 

multiples of 100) 

K = Number of nearest neighbors 

attrnum = Number of attributes 

z[ ][ ]: array for original minority class samples 

index: keeps a count of number of synthetic samples generated 

NewSynthetic[][]: array for synthetic samples 

Step 1  

If N < 100 

then Randomize the z minority class samples 

z = (N/100) ∗ z 



Chapter Three  Methodology 
 

90 

 

N = 100 

Endif 

Step 2  

for i ← 1 to z 

Compute K nearest neighbors for i, and save the indices in the 

temparray 

Populate(N, i, temparray) 

Endfor 

Step 3  

Populate(N, i, temparray) (Function to generate the synthetic samples) 

while N != 0 

Choose a random number between 1 and K, call it Kn. This step 

chooses one of 

the K nearest neighbors of i. 

for j ← 1 to attrnum 

Compute: dif = z[temparray[Kn]][j] − z[i][j] 

Compute: gap = random number between 0 and 1 

newSynthetic[index][j] = z[i][j] + gap ∗ dif 

endfor 

index++ 

N = N − 1 

Endwhile 

Step 4  

Return newSynthetic 

 

3.4.6 Random Forest (RF) Classifier 

A random forest consists of a large number of individual decision trees that 

operate as an ensemble, and each tree in the RF generates a class prediction. RF 

consists of a set of tree-structured classifiers. The number of trees needed in the 

RF depends on the number of rows in the dataset. The rows in our dataset are 

322 and after applying the SMOTE, the dataset became 552. The number of 

trees considered in our model is 10. Each tree performs a unit vote for the most 
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common class, and the class with the most votes becomes our model’s 

prediction. The steps involved in the RF classifier are as follows: 

Step 1 n number of random records are taken from the dataset having k 

number of records. 

Step 2 Individual decision trees are constructed for each sample. 

Step 3 Each decision tree will generate an output. 

Step 4 Final output is considered based on majority voting or averaging for 

classification and regression respectively. 

Since the classifier is conditioned by a given dataset, high classification 

accuracy can only be achieved for the training set, not yet for other independent 

datasets. We’d like to incorporate cross-validation into our system to eliminate 

the overfitting. Cross-validation will not improve overall classification 

precision, but it will make the classifier more accurate and allow it to be 

expanded to additional separate datasets. 

To train the classification models, the newly generated dataset from the 

SMOTE is used for this purpose. The 5-fold cross-validation method trains the 

random forest classifier for each fold using 80% of data for training and 20% for 

testing. Each partition used for training and testing in each iteration is always 

different from the others. The random forest classifier identifies the segmented 

region as benign or malignant. The pseudocode of the random forest classifier is 

as follows: 

Algorithm 3.5 Random Forest Classifier 

Input: Dataset D 

Output: Confusion Matrix, Validation 

Step 1 (Divide the dataset into training and testing) 

Training   Split (D, size = 0.8) 

Testing   Split (D, size = 0.2) 
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Step 2 (Algorithm training) 

Teacher = new RandomForestLearning() 

                    { 

                        NumberOfTrees = 10, // use 10 trees in the forest 

                    }; 

Step 3 (Breast cancer prediction for the testing dataset) 

Forest = Teacher.Learn(Training, Training_Output) 

Prediction = Forest.Decide(Testing) 

Step 4 (Extract classification results) 

Calculate Scores(Prediction, Testing_output) 

Compute Confusion Matrix(Prediction, Testing_output) 

Step 5 (Evaluation of results) 

Validate Model 

 



   

  

 

 

 

 

Chapter Four 

Results and Discussion 
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4.1 Introduction 

The experiments that have been designed to evaluate the suggested algorithms 

are illustrated in this chapter, and the initial results are then presented. The 

techniques and methods covered in the previous chapter have been tested on two 

datasets with various abnormalities, and the results have been evaluated and 

compared using several metrics. The first proposed model is a multi-points 

(seeds) region growing method for ROI segmentation are developed to classify 

the benign and malignant of mammogram images for breast cancer. The second 

model is pectoral muscle removal and solving the problem of data imbalance. 

All practical results of the application of the two proposed models are 

presented and discussed in this chapter. Different experiments were carried out 

under different parameters and image processing characteristics. The results are 

discussed and evaluated in this chapter. All the experiments are performed on a 

computer with these attributes: Dell G5 15, Windows 11 Home 64-bit, Intel(R) 

Core i7-8750H CPU @ 2.21GHz, 2.40GHz, 8GB RAM. The proposed models 

were implemented in Visual Studio.Net framework 2019 uses the C# language, 

and the detailed figures of the proposed models are located in the appendices A 

and B. 

4.2  Evaluation Results of the Proposed Models 

Micro-calcification and mass are two common early signs of malignancy that 

help to identify a breast cancer. However, because of a variety of factors, 

including low contrast and the presence of pectoral muscle in the breast region, 

these automated methods detected a large proportion of false positives. 

This dissertation presents two models of mammogram segmentation and 

breast cancer detection. The first model is based on the proposed multi-points 

(seeds) region growing method and SVM classifier. The second model involves 

a pectoral muscle removal approach with RF classifier and SMOTE technique. 
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4.3 Proposed Model 1: Evaluation Results of the Segmentation using K-

means Clustering and Optimized Region-growing Technique   

The proposed system initially, using a bilinear interpolation approach, reduces 

all instance images to 256×256 pixels. Then the Gaussian filtering is utilized to 

preprocess the mammogram images, followed by the denoising step that consists 

of isolating the image background from its components using k-means 

clustering, eliminating noise objects, and breast area recovery. Then the 

optimized region growing used to segment ROI includes the MCs. The work 

deals with the extraction of features from segmented areas to detect and classify 

mammogram images as benign and malignant with the SVM classifier.  

4.3.1 Dataset  

The proposed system processes the images of the left and right breast in 

craniocaudal (CC) views obtained from the digital database for screening 

mammography (DDSM) dataset. In this work, 440 images were used, including 

329 benign cases and 111 malignant cases in the CC view. The images were 

randomly selected from the CBIS-DDSM dataset and were divided in advance 

into training and testing. For training, 355 images were used, and 85 images 

were utilized to assess the proposed method. Table 4.1 shows the selection and 

distribution of samples from the CBIS-DDSM dataset. 

 

Table 4. 1 The selection and distribution of samples from the CBIS-DDSM dataset 

No. of selected images Training Testing 

440 Images selected randomly 

355 85 

Benign  Malignant Benign  Malignant 

264 91 65 20 
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4.3.2 Preprocessing  Results  

The proposed method preprocesses digital mammograms using a Gaussian 

filter, which removes noise and softens the images. Figure 4.1.a is the original 

image, and Figure 4.1.b shows the result of applying a Gaussian filter to the 

image. 

Medical images may include symbols, phrases, or characters that indicate the 

image's type or part of its medical-physical characteristics. This is commonly 

referred to as "image noise," and it can have an effect on classification accuracy. 

Denoising was used to solve these problems. Figure 4.1 (c, d, and e) shows the 

three stages of the denoising process (k-means clustering, noise object 

elimination, and recovering the important area).  

4.3.3 Segmentation Results  

The proposed segmentation algorithm presents an efficient pixel-based 

approach for growing regions that produces optimal seeds and thresholds. Multi-

points (seeds) have been used to detect calcifications if they are in more than 

one area of the breast, which cannot be determined using the traditional region-

growing algorithm due to the nature of the calcifications, which may be 

sporadic. Figure 4.1(f and g) shows the micro-calcifications (MCs) segmented 

image. 
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In the segmentation step, we proposed an optimized region-growing 

algorithm, and the sorted mammogram value was divided into 10 sections to 

prove that these sections have obtained better results compared with the two 

other examined sections (8 sections and 12 sections). As shown in the Table 4.2, 

and Figure 4.2, the result for the 10 sections exceeds the other two examined 

sections. 

Table 4. 2 Comparison of experimental results for the proposed method 

Optimized Region 

Growing 
10 Sections 12 Sections 8 Sections 

Accuracy 98.82% 92.90% 95.30% 

Sensitivity 98.2% 88.80% 90.00% 

Specificity 100.00% 94.00% 96.90% 

 

 

 

Figure 4. 2 Comparison of experimental results for the proposed method 

 

 

95.3% 

98.8% 

92.9% 

90.0% 

98.2% 

88.8% 

96.9% 

100.0% 

94.0% 

82.00%

84.00%

86.00%

88.00%

90.00%

92.00%

94.00%

96.00%

98.00%

100.00%

102.00%

8 sections 10 section 12 sections

Accuracy Sensitivity Specificity



Chapter Four   Results and Discussion  
 

99 

 

4.3.4 Classification Results 

To evaluate the proposed models, evaluation metrics such as accuracy, 

sensitivity, and specificity are required. For the calculation of these metrics in 

the classification process, the confusion matrix distinguishes the terms TP, TN, 

FP, and FN from the predicted and ground truth result. The confusion matrix 

indicates how accurate our models are at estimating and how often they predict 

erroneously. As shown in Table 4.3 false positives and false negatives were 

attributed to values that were incorrectly predicted, whereas true positives and 

true negatives were assigned to values that were correctly predicted. 

 

Table 4. 3 Confusion matrix for the proposed method 

P
re

d
ic

te
d

 Actual class 

Positive TP = 55 FP = 0 

Negative FN = 1 TN = 29 

 

To measure the efficiency of the proposed method outlined in the model, 

accuracy, sensitivity, and specificity are calculated utilizing Eqs. (2.9, 2.12, and 

2.13) as described in Chapter 2. The proposed method was validated using SVM 

for the desired results. Furthermore, the proposed method achieved significant 

accuracy in classifying the CBIS-DDSM dataset. It achieved good results with 

the proposed multi-points (seeds) region growing method and SVM, showing 

98.2% sensitivity, 100% specificity, and 98.82% accuracy in identifying both 

benign and malignant samples.  

A ROC curve is created by combining the sensitivities and specificities for 

various values of a continuous test measure. This gives a list of different test 

values, as well as the sensitivity and specificity of the test at those levels. For 

each of the tabulated data, the ROC curve is generated by plotting sensitivity on 
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the y-axis versus 1– specificity on the x-axis. As a result, a diagnostic test with 

adequate accuracy should have a ROC curve in the top left triangle. The ROC 

curve area of the proposed method was validated, as shown in Figure 4.3. 

 

Figure 4. 3 ROC curve of the classification results 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Chapter Four   Results and Discussion  
 

101 

 

Table 4. 4 Comparison of the existing techniques with the proposed system 

 

The experimental results of the proposed algorithm are compared with the 

results of prior research and similar models to classify the breast masses. Our 

proposed CAD system and the proposed segmentation method outperformed the 

previous models applied, as shown in Table 4.4.  

Compared with other techniques, this work exceeded the performance of the 

work by Rouhi et al. [13], which only achieved an accuracy of 96.47% using 

optimized region growing and the GA adaptive threshold method on the MIAS 

Reference Segmentation Features  Classifier Dataset Sensitivity Specificity Accuracy 

Rouhi et 

al. [13] 

Region 

Growing 

optimized 

using GA 

Adaptive 

Threshold 

method 

GLCM , 

contour-related, 

and 

Morphological 

features 

Random Forest, 

NB, SVM, and 

KNN 

 

MIAS and 

DDSM 
96.87% 95.94% 96.47% 

Patel et al. 

[9] 

Region 

Growing 

Shape and 

texture 

Multilayer 

Perceptron 

Neural Network 

DDSM 96.5% 89% 95.6% 

Shen et al. 

[17] 
- 

Pixel-level 

annotations 
CNN DDSM 86.1% 80.1% - 

Xie et. al. 

[14] 

level set 

model 

Gray-level 

features and 

textural features 

ELM and SVM 
Mini-

MIAS+DDSM 
- - 96.02% 

Punitha et 

al. [16] 

Dragonfly 

Region 

Growing  

Optimization 

GLCM and 

GLRLM 

Texture features 

 

FFNN 

using 

Backpropagation 
DDSM 98.1% 97.8% 98% 

Proposed 

System 

Multi-points 

(seeds) 

Optimized 

Region 

Growing 

Cross-

correlation 

coefficient, 

Pearson 

Correlation, the 

average area of 

segmented spots 

and texture 

features based 

on Haralick 

definitions 

SVM DDSM 98.2 % 100 % 98.82 % 
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and DDSM datasets. On the other hand, this work also outperformed the work of 

Patel et al. [9], which reported an accuracy of 95.6%. Moreover, recent works on 

the DDSM dataset were all surpassed, where the highest accuracy of 98% was 

reported by Punitha et al. [16] using dragonfly region growing optimization.  

In Figure 4.4 (a, b, and c), the obtained results have shown that the proposed 

method outperforms other reported literature approaches. 

 

 

Figure 4. 4.a Sensitivity comparison of the existing techniques with the proposed system 
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Figure 4.4.b Specificity comparison of the existing techniques with the proposed system 

 

 

 

Figure 4.4.c Accuracy comparison of the existing techniques with the proposed system  
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4.4 Proposed Model 2: Evaluation Results of the Pectoral Muscle 

Removal and Solving the Data Imbalance Problem 

This model presents a diagnosis method to detect an abnormality in 

mammograms automatically. Before abnormality identification, image-

processing techniques used to correctly segment the suspicious region-of-

interest ROI. The background of the mammograms has darkened to distinguish 

the breast area from any blemishes or writing that will be removed. Then the 

breast area is extracted after ignoring the empty regions around the breast in 

mammogram images. After that, the mammogram image is inverted, and the 

inverted image is then subtracted from the segmented breast region. For pectoral 

muscle removal, a region-growing method with the k-means clustering is used. 

Afterward, the segmented suspicious ROI is extracted utilizing the k-means with 

thresholding technique. Shape-based features, moment invariants, and fractal 

dimensions are extracted from the segmented ROI. Due to the imbalance of the 

Mini-MIAS dataset, the SMOTE algorithm is used to accomplish far better 

classifier efficiency, which presents new samples from the minority classes to 

get a balanced dataset. A random forest classifier is utilized to classify the 

segmented region as benign or malignant. 

4.4.1 Dataset 

The suggested algorithm is evaluated using 322 mammogram images and 

processes the images of the left and right breast in MLO views from the 

mammographic image analysis society (Mini-MIAS) dataset, which is publicly 

available. All of the images are 1024×1024 pixels in size. Table 4.5 illustrates 

the distribution of samples in the Mini-MIAS dataset. 
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Table 4. 5 Mini-MIAS dataset description 

Mini-MIAS 

dataset number 
Character of 

background tissue 

Fatty 
Fatty-

glandular 

Dense-

glandular 

322 

106 104 112 

Severity of abnormality 
Benign Malignant 

280 42 

 

4.4.2 Pre-processing Results 

Initially, using a bilinear interpolation approach, all instance images are 

reduced to 256×256 pixels. After that, tape artifacts and labels are removed. The 

intermediate findings of breast area segmentation are seen in Figure 4.5. The 

initial mammogram, darkening background mammogram after performing 

special threshold operation, and mammogram after performing morphological 

erosion operation (enhanced image) are shown in Figure 4.5 (a, b, and c) 

respectively. 

 

                        (a)                    (b)              (c) 

Figure 4. 5 Breast region identification results: a) Original mammogram, b) Darkening the 

background, c) Erosion operation 

 

4.4.3 ROIs Segmentation Results 

In fact, the primary aim of extracting the ROIs is to investigate their content 

and composition further. The other goal of this work is to separate breast tissue 

from the surrounding organs. Because breast cancer most typically arises in cells 
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from the lining of milk ducts, based on the entire mammograms in the dataset, 

the breast tissue is considered ROI. Therefore, it is possible to limit the search 

area and make object analysis easier to detect suspicious objects or masses, 

which is the final goal of this work. Figure 4.6 shows the breast region 

segmentation process. The original revised image, the first step of the breast 

region segmentation, and the second step of the breast region segmentation, are 

shown in Figure 4.6 (a, b, and c) respectively. 

 

 

         (a)                                              (b)                                             (c) 

Figure 4. 6 Breast region segmentation process: a) Original revised image, b) (step 1) breast 

segmentation, c) (step 2) breast segmentation 

 

4.4.4 Segmentation Results 

Inverted and subtracted images are shown in Figure 4.7. In the subtracted 

images, the suspicious mass area is clearly improved. Figure 4.8 illustrates the 

elimination of the pectoral muscle and the segmentation of suspicious mass 

regions. Figure 4.9 shows the sample segmented images after applying all of the 

proposed model's operations. 
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  (a)                                                  (b) 

Figure 4. 7 Invert and subtract process: (a) Inverted image (b) Subtracted image 

 

 

                                             (a)                                                     (b) 

Figure 4. 8 Segmentation process: (a) Pectoral muscle removal process (b) Segmented image 
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4.4.5  K-Fold Cross-Validation 

In this section, 5-fold cross-validation is applied, and all data is used for 

training and validation. The method involves partitioning the entire dataset into 

5-folds, repeating 5 times for training using 4 folds and a left fold for validation, 

and then averaging the error rates of the 5 experiments, as illustrated in Figure 

4.10. 

5-folds are mainly partitioned at random, but some folds may have a slightly 

different distribution than others. Stratified 5-fold cross-validation was also 

employed, with each fold having an equal class distribution.  

 

 

Figure 4. 10 A 5-fold cross-validation 

 

4.4.6 Classification Results 

Three types of features are derived from the segmented suspicious mass 

region: seven invariant moments, a fractal dimension using pixel range 

calculation, and the three shape-based features (eccentricity, solidity, and 

extent). The feature extraction process ends after the completion of the 
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extraction of the above features for all the mammograms in the Mini-MIAS 

dataset. 

As we mentioned earlier, the number of mammograms coming from the 

malignant class is much lower than those from the benign class. To fix this 

weakness, the SMOTE algorithm was used to produce a balanced dataset. Table 

4.6 shows the selection and distribution of samples before and after applying the 

SMOTE algorithm. 

Table 4. 6 Mini-MIAS dataset samples distribution before and after applying the SMOTE 

No. of Mini-

MIAS 

samples 

No. of 

majority 

samples 

(Benign) 

No. of 

minority 

samples 

(Malignant) 

No. of 

minority 

samples 

after 

SMOTE 

No. of 

balanced 

dataset 

samples 

5-fold cross validation 

Training Testing 

322 280 42 272 552 442 110 

 

A random forest classifier was trained with 5-fold cross-validation for the 

balanced dataset. After training the classifier, the testing set was used to test the 

performance of the classifier and its ability to accurately classify the 

mammogram images as either benign or malignant. To evaluate our classifier, a 

confusion matrix was employed as presented in Table 4.7. Confusion matrices 

are typically used with class output models. According to the confusion matrix, 

the correct or positive values are more than the incorrect or negative values 

making the model more accurate. 

Table 4. 7 Confusion matrix for the balanced dataset of the proposed method  

P
re

d
ic

te
d

 

Actual 

Positive TP = 276 FP = 4 

Negative FN = 12 TN = 260 
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In addition, sensitivity, specificity, accuracy, and the ROC curve are all used 

to assess the classification's efficiency as shown in Figure 4.11. The percentage 

of actual positives that are correctly identified as malignant is measured by 

sensitivity, the proportion of actual negatives correctly identified as benign is 

measured by specificity. 

 

Figure 4. 11 ROC curve of the classification result 

 

To present the effect of using SMOTE technique on an imbalance dataset, the 

dataset was examined without using SMOTE technique to evaluate the accuracy, 

sensitivity, and specificity. As seen in Table 4.8 and Figure 4.12, the results 

show that the evaluation metrics with a balanced dataset outperformed compared 

with an imbalanced dataset.  

Table 4. 8 Comparison of evaluation metrics with and without SMOTE 

Model 2 Without SMOTE With SMOTE 

Accuracy 94.1% 97.1% 

Sensitivity 73.3% 95.8% 

Specificity 97.5% 98.4% 
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Figure 4. 12 Comparison of evaluation metrics with and without SMOTE 

 

Table 4.9 shows the performance dimension of the proposed algorithm. The 

results are promising, with a 97.1% accuracy. It performed well in detecting 

both benign and malignant, with sensitivity and specificity values of 95.8% and 

98.4%, respectively.  Table 4.10 compares the proposed algorithm's efficiency 

with the various other existing approaches in this domain. 

 
Table 4. 9 The performance measures of the proposed algorithm for the Mini-MIAS dataset 

Features Sensitivity Specificity Accuracy 

Moment invariant, fractal dimension, and Region-

based features 
95.8% 98.4% 97.1% 
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Table 4. 10 Comparison of the proposed method with the existing techniques 

Methods Dataset Features Classifier Accuracy 

Jaleel et al. 

[10] 
Mini-MIAS 

Discrete Wavelet 

Transform (DWT) and 

GLCM 

ANN 
93.7% with GLCM 

and 94.6% with DWT 

Kashyap et al. 

[11] 
Mini-MIAS 

Moment invariant, Fractal 

dimension 
SVM 96.92% 

Xie et al. [14] 
Mini-

MIAS+DDSM 

 

Gray level features and 

textural features 
ELM and SVM 96.02% 

Kaur et al.[18] Mini-MIAS SURF 
SVM, KNN, 

LDA and DT 

96.9%, 93.8%, 89.7% 

and 88.7%, 

Kamil et al. 

[22] 
Mini-MIAS 

Gray Level Co-occurrence 

Matrix 
KNN 86.1% 

Proposed 

model 
Mini-MIAS 

Moment invariant, Fractal 

Dimension and Region 

based 

RF 97.1% 

 

Compared with other techniques, we exceeded the performance of the work 

by Jaleel et al. [10] that only achieved an accuracy of 93.7% with GLCM and 

94.6% with DWT on the Mini-MIAS dataset. We also outperformed the work of 

Xie et al. [14] that reported an accuracy of 96.02%. Recent works on the Mini-

MIAS dataset were all surpassed where the highest accuracy of 96.92% was 

reported by Kashyap et al. [11] using moment invariant, fractal dimension with 

SVM classifier. 

Figure 4.13 demonstrates that the proposed method which includes (noise 

reductions, breast region differentiation, filtering, pectoral muscle removal, 

segmentation, feature extraction, balancing data) obtained an accuracy of 97.1%, 
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the sensitivity achieved is 95.8%, and the specificity achieved is 98.4%, over 

other popular methods in recent literature. 

 

 

Figure 4. 13 Comparison of the existing techniques with the proposed model 
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5.1 Conclusions 

Computer-aided detection/diagnosis (CAD) system is applied to digital 

mammography to help radiologists make a fast and accurate diagnosis of breast 

cancer. The primary purpose of this dissertation was to increase the performance 

of the CAD system and to accurately identify and detect the abnormality of the 

breast tissue and determine it as a region of interest. The dissertation proposed 

two models for detection and classification of breast cancer into benign and 

malignant using a combination of image processing and machine learning 

approaches. The findings of the models have led to the following conclusions: 

 In the first proposed model, the optimized region growing method was 

presented, where multi-points (seeds) have been used to detect and segment 

micro-calcifications (MCs) of mammographic images accurately. The 

preprocessing phase used a Gaussian filter to remove noise and soften the 

images in order to obtain a clearer image. Then, in pre-segmentation, the 

breast area has been isolated from the image using k-means clustering. For the 

segmentation, an optimized region growing (ORG) approach has been used, 

where multi-seed points and thresholds are generated optimally depending on 

the color values of the image pixels. Then, twenty-six texture features based 

on Haralick’s texture analysis and the average area of segmented spots were 

extracted. Furthermore, two statistical textural analysis features, including the 

cross-correlation coefficient and Pearson correlation information, were 

extracted from the comparison of the de-noising image with the segmented 

image intensities. 440 images from the DDSM dataset of breast micro-

calcification in craniocaudal (CC) views were used. This collection comprises 

329 benign cases and 111 malignancies in both the left and right breasts. To 

evaluate the efficiency of the system, a support vector machine (SVM) 

classifier was utilized to distinguish between benign and malignant tissue. 

The proposed system's sensitivity reached up to 98.2%, the specificity 
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obtained was 100%, and the accuracy was 98.82%. The results also show that 

computer-aided detection/diagnosis is a promising area for reducing mortality 

through early detection of breast cancer. We can conclude from the first 

proposed model that finding the various MCs in a mammographic image has 

an important role in the performance of breast cancer detection systems, and 

multi-seed segmentation is a possible solution for the purpose of calcification 

detection. 

 The second proposed model focuses on pectoral muscle removal and solving 

the data imbalance problem. The ROI (breast area) was determined from the 

image. After that, the obtained breast area was inverted, and the inverted 

image was then subtracted from the segmented breast area. In the 

segmentation process, a region-growing method and k-means clustering were 

performed to isolate the pectoral muscle and ensure that it does not appear, 

which affects the efficiency of extracting characteristics. Then, a k-means 

clustering and thresholding technique were utilized to segment the suspicious 

ROI. A set of eleven texture features were extracted from the ROI, including 

three shape-based features (i.e., eccentricity, solidity, and extent), seven Hu 

moment invariants, and fractal dimensions. Afterward, the proposed system 

solves the imbalance problem in the Mini-MIAS dataset using the SMOTE 

technique to provide new samples from the minority classes and achieve 

better classification efficiency. In this model, 322 images were used, of 

which 280 are benign and the remaining 42 are malignant in MLO views of 

both the left and right breasts. After applying the SMOTE, the newly 

generated dataset grew to 552 and was used to train the classification 

efficiency. The 5-fold cross-validation method trains the RF classifier for 

each fold using 80% of the data for training and 20% for testing. The 

experimental results achieved an accuracy of 97.1%, a sensitivity of 95.8%, 

and a specificity of 98.4%. The proposed method outperformed other widely 

used studies in recent literature for detecting benign and malignant samples. 
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From this model, we found that reducing the false positive rates is possible 

by removing the pectoral muscle, and the proposed region-growing technique 

is an effective way in this regard. In addition, handling the imbalance data 

problem results in a higher detection rate, especially for the class with the 

lower number of samples, and the proposed SMOTE algorithm is an 

appropriate technique for that. 
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5.2 Future Works 

In the future, several suggestions can be taken into account to improve the 

proposed algorithms. Below are the details of the suggestions: 

 In the future, the comparison of the segmentation methods can be 

implemented based on mass and micro-calcification in mammogram images, 

as each of these lesions has different methods. 

 To improve the classifier performance for detecting and diagnosing masses 

and micro-calcifications, different screening modalities with machine learning 

algorithms can be utilized. 

 In the future different mammography images view such as MLO and CC can 

be utilized. 

 Implementing methods based on deep learning may enhance classifier 

performance for the detection of small obscured masses. 

 Deep learning methods combined with contrast-enhanced digital 

mammography can also increase the efficacy of current diagnostic 

techniques. 

Overall, it is crucial to continue working on the suggested system to enhance 

and aid in the research of breast cancer, developing algorithms that may support 

experts and reduce their examination time and subjectivity. Thus, the approach 

displayed promising results, and it is suitable to continue working on it for 

further improvement in the classification and identification of lesions. 
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Appendices 

Appendix A  

In this appendix, the first model (Segmentation using k-means clustering and 

optimized region-growing technique) illustrated through the following figures: 

 

Figure A. 1 The main form of the first model  

 

 

 

Figure A. 2 Open a mammogram image 
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Figure A. 3 Pre-processing step 

 

 

Figure A. 4 Create a mask for erosion step 
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 Figure A. 5 Erosion step  

 

 

Figure A. 6 Pre-segmentation step (breast area retrieval) 
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Figure A. 7 Micro-calcification segmentation step  

 

 

Figure A. 8 Feature extraction step for one sample 
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Figure A. 9 Dataset loading step 

 

 

Figure A. 10 Feature extraction step for the loaded dataset 
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Figure A. 11 Saving the extracted features step 

 

 

Figure A. 12 Classification step 
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Appendix B  

In this appendix, the second model (Pectoral Muscle Removal and Solving 

Data Imbalance Problem) illustrated through the following figures: 

 

 

Figure B. 1 The main form of the second model 

 

 

Figure B. 2 Open a mammogram image step for one sample 
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Figure B. 3 Pre-processing (special thresholding) step 

 

 

 

Figure B. 4 Noise-removing step 
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Figure B. 5 Left-Right image cropping step 

 

 

 

Figure B. 6 Up-Down image cropping step 
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Figure B. 7 Inverting step 

 

 

 

Figure B. 8 Subtracting step 
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Figure B. 9 Pectoral muscle removal step 

 

 

 

Figure B. 10 Pre-segmentation (ROI) step 
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Figure B. 11 Segmentation step 

 

 

 

Figure B. 12 Dataset loading step 
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Figure B. 13 Features extraction step for the loaded dataset 

 

 

 

Figure B. 14 Minority splitting step 
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Figure B. 15 Applying SMOTE on minority samples step 

 

 

 

Figure B. 16 Classification step 
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 تةى تيَزخثو

نةكراو دةطؤرِيَن و طةشةدةكةن، زؤربةى  كؤمةلَيَك نةخؤشيية كة تيايدا خانةكانى لةش بةشيَوةيةكى كؤنترؤلَ شيَرثةنجة
خانة شيَرثةنجةييةكان  لةكؤتايى دا بارستةيةك دروست ئةكةن كة ناسراوة بة طريَ يان لوو. ئةم طريَ ياخود لووانة  

جؤرى  بيَ زيان ياخود  ،(malignant)وة يا جؤرى  كوشندةن  شيَرثةنجةيى   (benign)يان جؤرى  بيَ زيانن باش
باش  شيَرثةنجةيى نيية و خانةكانى ئاسايى دةرئةكةون و طةشةكردنييان هيَواشة وةشانةكانى دراوسيَى داطيرناكات و بؤ 

رايى بلآودةبيَتةوة بؤ بةشةكانى ترى ناوضةكانى ترى جةستة بلآو نابنةوة. لووى جؤرى  كوشندة شيَرثةنجةيية و بةخيَ
 جةستة ،يةكيَك لة جؤرةكانى شيَرثةنجة كة دةبنة هؤي مردن بة زؤرى بريتية لة شيرَثةنجةى مةمك.   

شيَرثةنجةى مةمك يةكيَكة لة هؤكارة سةرةكييةكانى مردنى ذنان لةسةرانسةرى جيهان  ئةويش بةهؤي قورسى و 
دنى، وةبةشيوَةيةكى طشتى ناتوانريتَ بةر بةم نةخؤشيية بطيريتَ ئةويش بةهؤي سةختى لة دؤزينةوة و دةستنيشانكر

ناديارى هؤكارةكانى تووشبون. هةرضةندة دؤزينةوة و دةستنيشانكردنى نةخؤشيةكة لةقؤناغة سةرةتاييةكانى دا 
ين دةكات. ئةطةر يارمةتيدةرة بؤ كةمكردنةوةى رِيَذةي مردن و هةلَبذاردةى ضارةسةرى باشتر بؤ نةخؤشةكان داب

شيَرثةنجةى مةمك لة قؤناغةسةرةتاييةكانى دا دةستنيشان بكريتَ ،دةتوانريتَ ريَذةى ضاكبوونةوة و ضارةسةري زياد 
   .بكريتَ

تؤمؤسيَنتيَنزي ديجتالَى   ،(ultrasound)سؤنةر لةوانة ويَنة طرتنى جؤراووجؤر هةية لةئيسَتادا تةكنيك و شيَوازى
كة لةئيَستادا  (mammography)وة مامؤطرافى  (MRI)طناتيسىمورتن بة لةرينةوةى ، وينَة ط(DBT)مةمك 

بةكارديَن بؤ دةستنيشانكردن و دؤزينةوةى شيَرثةنجةى مةمك. يةكيَك لة بةسوودترين و بةرضاو ترين تةكنيكةكان بؤ 
تاييةكاندا بريتية لة مامؤطرافى ، بة بةكارهيَنانى رِيكَاريَكى ووزةى ةدةستنيشان كردنى شيَرثةنجةى مةمك لة قؤناغة سةر

نزم  بؤ بةدةستهيَنانى وينَةى بينراوى ثيَكهاتةكانى بةشى ناوةوةى مةمك كة ئةمةش وةك تةكنيكيَكى  ويَنةطرتنى جيَيى 
اردةهيَنيتَ بؤ دؤزينةوة و متمانةو طرنط نيشاندراوة. مامؤطرافى ئامرازيَكى باوة كة تةكنةلؤجياى وينَةطرتن بةك

دةستنيشانكردنى هةر نائاسايي بوونيَك وة فةراهةمكردنى ئاسان بؤ ناسينةوةى هةر لوويةكى شيَرثةنجةيى خراث. 
هةرضةندة ثيَداضوونةوة و سةيركردنى مامؤطرامةكان بة شيوَةيةكى دةستى يان كردارةكى كاتى ئةويتَ وة هؤكارة 

 ةي هةلَة.  مرؤييةكانيش بةرثرسن لة رِيذَ

ةر طةشةكردنيَكى بةرضاوى دةستنيشانكردن بةيارمةتى كؤمثيوت سيستمى دؤزينةوة و  (CAD)لةطةلأ ئةوةى كة
كاتيكَ بةكارهيَنرا بؤ دةستنيشانكردن لة ويَنةى مامؤطرامةكان ، ئةم سيستمانة تةكنةلؤجياي كؤمثيوتةرى  نيشاندا

ك لة مامؤطرامةكاندا. وة سوودى بةكارهيَنانى ئةم ئةنجامانة لةلايةن  بةكارديَنين بؤ دؤزينةوةى هة ر نائاسايى بوونيَ



 
 

 

 

ثسثؤرانى  تيشكةوة  رؤلَيَكى طرنط دةبينىَ بؤ دةستنيشان كردنى نةخؤشيةكة لة ريطَةى شيكردنةوةى وينَةكان بة 
يَكى تر وة ناسينةوةى بطؤرِيتَ  لة نةخؤشيَكةوة بؤ يةك (CAD)شيَوةيةكى ئوَتوَماتيكي. رِةنطة كارايى  ئةنجامدانى

. ئةم جؤرة سيستمانة كةمتر باون بةلآم لة مةمكئاسان نةبيتَ  بةهؤي بوونى ليَكضوون لة شانة ئاسايييةكانى 
ئةم تيزَة بارودؤخى نةبوونى كةساني شارةزا بؤ خويَندنةوةى ويَنةكان دةتوانريتَ ثةناي بؤ ببريتَ وةكو باريَكى لةناكاو. 

 :   كة بة م شيوَةيةى لاى خوارةوة ثؤليَنكراوة ةخاتة رِووددوو شيَوازى كاركردن 

وردةكان  لة وينَةى لة شيَوازى يةكةم دا رِيطَةيةكى نوىَ ثيشَنيار كراوة بؤ دؤزينةوةى هةموو كلسة مايكرؤيية و
ةكةم، ، ثرؤسةى ثارضةكردنى ثيشَنياركراو لةم ريِطَايةدا ثيكَهاتووة لة دوو ئاست: لة ئاستى ي مامؤطرافى دا

لة ئاستى دووةم، بة بةكارهيَنانى  .بةكارهاتووة  بؤ جياكردنةوةي ناوضةى مةمك لة ويَنةكة  (k-means)كؤكراوةي
كة بؤ  بة ئامانج طرتنى  (ROI)بؤ دةرهينَانى ناوضةى خوازراو  (ORG)ريَطاى باشتر كردني ناوضةي طةشةكردن 

ثرؤسة دةكريتَ كة طروثيَك لة  (ROI)دواتر ناوضةى خوازراو  .(MCs)كلسة مايكرؤيية ووردةكانى مةمكة 
هاوكؤلكةى  (دةرهيَنران، لةطةلَ ئةوةشدا سىَ جؤري تري تايبةتمةندى (Haralick) تايبةتمةندي ثيَكهاتةي (26)

ة بةدةست كةوت لة وينَ )ثةيوةندى هاوبةش ، ثةيوةندى ثيَرسؤن ، تيَكرِايى خالَةكانى رِووبةرة ثارضةكراوةكان
بةكارهيَنرا بؤ هةلَسةنطاندنى كارايى سيستمةكة  (DDSM)داتاى ماموَطرافياي سكريني ديجيتالَي . ثارضةكراوةكان

بؤ جياكردنةوةى شانةى جؤرى بىَ زيان باش  (SVM)ئاميَري بريكاري ثشتطيري   بة سوود وةرطرتن لة ثؤليَنكةرى
وة رِيَذةي تايبةتمةندى  %98.2او طةيشتة سةرو و شانةى جؤرى شيَرثةنجةيى. هةستيارى سيستمى ثيَشكةشكر

هةر ئةم ئةنجامانةش دةريدةخةن كة  %98.82بوو هةروةها رِيَذةي ووردى و دروستى طةيشتة  %100 دةستكةوتوو 
سيستمى دؤزينةوة و دةستنيشانكردن بةيارمةتى كؤمثيوتةر بواريَكى بةلَينَدةرة بة كةمكردنةوةى رِيذَةي مردن لةرِيطَةى 

 دةستنيشانكردنى ثيَش وةختةى شيَرثةنجةى مةمك. 

توَماتيكي بؤ دياريكردني نائاسايى بوونيكَ لة شيَوازى دووةم  بريتة لة ريَطةى دؤزينةوة و دةستنيشانكردن بةشيَوةى ئوَ
مامؤطرامةكان دا. ثيَش ناسينةوةى نائاسايى ، تةكنيكةكاني ثروَسة كردنى وينَة بةكار هيَنرا بؤ ثارضةكردنى ناوضةى 

  (region growing)بةشيَوةيةكى دروست ، وة رِيطَةى طةشة سةندووي ناوضةيى(ROI) طوماناوى ويستراو
ثارضةكرا بة  (ROI)بؤ جياكردنةوةي ماسوولكةكانى سنط، دواى ئةوة ناوضةي طوماناوى ويستراو بةكارهيَنرا 
شيَوةى بنضينةيى، نةطؤرِة (. وة دواتر تايبةتمةندى (thresholding)لةطةلأ لؤطاريتمي  (K-means)بةكارهيَنانى 

بؤ دؤزينةوةو  (ROI)راوى ويستراو دةرهيَنران لة ناوضةى ثارضةك )ساتييةكان، وة لةطةلأ دووريية كةرتييةكان
 مامؤطرافى یويَنة شیکردنەوەی ۆمەڵەیک دةسنيشانكرنى هةر نائاسايى بوونيَك لة مامؤطرامةكان. داتابةيسى

(Mini-MIAS) كةزؤربةى ثيَكهاتووة لة نموونةى جؤرى  بيَ زيان ياخود باش (benign)  لةطةلأ ريذَةيةكى كةم
هةروةها تةكنيكى  بةكارهيَنرا بؤهةلَسةنطاندنى تةكنيكى ثيشَنياركراو. (malignant)لة نموونةى جؤرى  شيَرثةنجةيى 



 
 

 

 

بةكارهات بؤ دابينكردني نموونةى نوىَ لة ضينة كةمينةكان  (SMOTE)زيادة نمونةطرتني كةمينة دروستكراوةكان 
بؤ بةدةستهيَنانى كؤمةلَةداتايةكى هاوسةنط بؤ ئةنجامدانى كارايي باشتري ثؤليَنكةر. ثاشان ثؤليَنكةرى دارستاني 

 شبةكار هيَنرا بؤ مةبةستى ثؤليَنكردنى ناوضةى بةش بةش كراو بؤ جؤرى بيَ زيان ياخود با RF))هةرةمةكي 

(benign)   يان شيَرثةنجةيى(malignant).  ووردى و درووستي ، ريذَةيى هةستياري ،ريَذةيى تايبةتمةندى  ئةنجامة
سيستمةكة بةو دةرئةنجامة  بةدوايى يةكدا. بةم شيَوةية،  %98.4 وة %95.8،  %2..1 تاقيكارييةكان بريتى بوو لة

كارا بة بةكارهيَناني مؤديَل و شيَوازى ثيَشنياركراو ئةنجامدراوة وة دةطات كة ثوَلينكردني ماموَطرافي  بة شيوَةيةكى 
هاوكارى و يارمةتيةكي طرنط ثيَشكةش بة ثسثورَانى تيشك و سؤنةر ئةكات لة دةستنيشانكردن و دؤزينةوةى 

 شيَرثةنجةى مةمك.
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 خلصستالم

السرطان عبارة عن مجموعة من الاضطرابات التي تتغير فيها الخلايا بشكل غير مسيطر عليه . تشكل معظم الخلايا السرطانية في 
النهاية كتلة  تعرف باسم الورم. يمكن أن تكون الأورام حميدة أو خبيثة، الأورام الحميدة ليست سرطانية لأن خلاياها تبدو طبيعية 

زو الأنسجة المجاورة أو تنتشر إلى مناطق أخرى من الجسم، الأورام الخبيثة سرطانية تنتشر بسرعة إلى مناطق فهي تنمو ببطء ولا تغ
 أخرى من الجسم. من  أنواع السرطانات التي تسبب الوفاة هي سرطان الثدي.  

اكتشافه. لا يمكن منعه تماماً لأن  يعد سرطان الثدي من الأسباب الرئيسية للوفيات بين النساء في جميع أنحاء العالم بسبب صعوبة
السبب غير معروف. ومع ذلك ، فإن اكتشاف سرطان الثدي في مرحلة مبكرة يساعد على تقليل الوفيات ويوفر للمرضى 

 خيارات علاجية أفضل  ويمكن زيادة معدلات الشفاء من سرطان الثدي إذا تم اكتشافه في مرحلة مبكرة.
(، التركيب الرقمي للثدي dnuosartluالتصوير المختلفة ، بما في ذلك الموجات فوق الصوتية )تُستخدم حالياً تقنيات 

(TBD،) ( التصوير بالرنين المغناطيسيIRM( والتصوير الشعاعي للثدي ،)mammography  للكشف عن سرطان ،)
عن سرطان الثدي في مرحلة مبكرة.  الثدي وتشخيصه. يعد التصوير الشعاعي للثدي من أكثر التقنيات فائدة وأهمية للكشف

باستخدام إجراء منخفض الطاقة للحصول على صور مرئية للبنية الداخلية للثدي ، فقد تم إثباته كطريقة فحص مهمة وجديرة 
 بالثقة. يمثل التصوير الشعاعي للثدي أداة شائعة تستخدم تقنية الفحص للكشف عن العيوب وتمكين التعرف على الأورام الخبيثة
بسهولة. ومع ذلك ، فإن المراجعة اليدوية لعدد كبير من صور الثدي بالأشعة السينية تستغرق وقتاً ، والعوامل البشرية مسؤولة عن 

( تحسينات عند استخدامه في DATمعدل الخطأ. بالإضافة إلى ذلك ، يظُهر الكشف/التشخيص بمساعدة الكمبيوتر )
   (.mammogramلى الصور)تشخيص التصوير الشعاعي للثدي القائم ع

تستخدم هذه الأنظمة تقنية الكمبيوتر لاكتشاف التشوهات في تصوير الثدي بالأشعة السينية ، ويلعب استخدام هذه النتائج من 
لأن بعض  )DAT(قبل أطباء الأشعة للتشخيص دوراً رئيسياً بعد أن تتميز الآفات بالتحليل التلقائي للصور. قد يختلف أداء 

يصعب تحديدها أكثر من غيرها بسبب أوجه التشابه مع أنسجة الثدي الطبيعية. هذه الأنظمة أقل شيوعاً ، ولكن عندما الآفات 
لا يتوفر مراقبون بشريون خبراء ، يمكن استخدامها في حالات الطوارئ. قدمت هذه الرسالة طريقتين رئيسيتين يمكن تصنيفهما 

 على النحو التالي:
 اقترا  طريقة جديدة لاكتشاف التكلسات الدقيقة في صور التصوير الشعاعي للثدي. تتكون عملية جززئة في الطريقة الأولى تم

لعزل منطقة الثدي من الصورة ،  )snots-k(الطريقة المقترحة من مستويين: في المستوى الأول ، تم استخدام مجموعة الوسائل 
حسَنة المقترحة 

ُ
( ، والتي تستهدف التكلسات RGM( لاستخراج منطقة الاهتمام )GRO)ثم تم استخدام طريقة منطقة نمو الم

 )12((. لاستخراج الميزات ، تتم معالجة المنطقة ذات الأهمية بعد ذلك حيث يتم استخراج مجموعة من IDsالدقيقة للثدي )
ت )معامل الارتباط .  بالإضافة إلى ذلك ، يتم الحصول على ثلاث ميزا)kouodrak(يزة نسيج باستخدام خصائص نسيج م

مساحة النقاط المجزأة( من الصورة المجزأة. تم استخدام مجموعة بيانات التصوير الشعاعي للثدي المتبادل ، ارتباط بيرسون ، ومتوسط 



 
 

 

 

(TTDI( لتقييم كفاءة النظام باستخدام مصنف )DVI للتمييز بين الأنسجة الحميدة والخبيثة. بلغت حساسية النظام )
٪. تظهر النتائج أيضاً أن التشخيص بمساعدة الكمبيوتر هو مجال واعد لتقليل 98.82٪ والدقة 100٪ والنوعية 98.2المقتر  

 الوفيات من خلال الكشف المبكر عن سرطان الثدي. 
توفر الطريقة الثانية طريقة تشخيص آلية لأكتشاف أي خلل في تصوير الثدي بالأشعة السينية تلقائياً. قبل تحديد الاضطرابات ، 

( بشكل صحيح. تم إجراء طريقة منطقة الاهتمام RGMتم استخدام تقنيات معالجة الصور لتقسيم منطقة الاهتمام المشبوهة )
(RGMلعزل العضلات الصدرية. بع ) د ذلك ، تم جززئة منطقة الاهتمام المشبوه باستخدام خوارزمية(snots-K)  و
((thresholding ،  بعد ذلك ، تم استخراج الخصائص القائمة على الشكل ، وثوابت اللحظة ، والأبعاد الكسورية من منطقة

-Mini)تم استخدام مجموعة بيانات ( المجزأ من أجل اكتشاف التشوهات في تصوير الثدي بالأشعة السينية. RGMالاهتمام )
MIAS)  ،  والتي تتكون في الغالب من عينات حميدة مع نسبة صغيرة جداً من العينات الخبيثة ، لتقييم التقنية المقترحة. تم

لتوفير عينات جديدة من فئات الأقليات للحصول على مجموعة بيانات  IGDM(S (جمعية تحليل صورة الثدياستخدام تقنية 
(  لتصنيف المنطقة المجزأة على أنها حميدة أو RRمتوازنة وتحقيق كفاءة مصنف أفضل. تم استخدام مصنف الغابة العشوائي )

. وهكذا ، يستنتج النظام أن ٪ على التوالي95.8٪ و  98.4٪ و 2..1خبيثة. كانت دقة وحساسية ونوعية النتائج التجريبية 
تصنيف التصوير الشعاعي للثدي يتم بكفاءة باستخدام النموذج المقتر  ، مما يوفر المساعدة الأساسية لأخصائيي الأشعة في 

    الكشف عن سرطان الثدي.
 

 


